Characterization of a macro porous polymer membrane at micron-scale by Confocal-Laser-Scanning Microscopy and 3D image analysis
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ABSTRACT

Due to the structural complexity of phase inversion macroporous polymer membranes there is a general need for characterization methods on the pore size scale of such membranes. Structure characteristics like pore size distribution, porosity, pore size gradient and the specific surface area often have an impact on the requested performance of such membranes in their field of usage. Here, a commercially available, symmetric, phase inversion nitrocellulose membrane, typically applied in lateral flow immunoassays in the field of in-vitro diagnostics, is investigated. However, commonly used methods for the determination of these characteristics are either cumulative methods, not being able to resolve a 3D pore structure on a local level, or are limited in their ability to reproducibly quantify pore size characteristics. The proposed membrane characterization method uses confocal laser scanning microscopy (CLSM) images combined with computer based image analysis to derive a complete 3D representation of the membrane structure with sufficient resolution and a quantitative characterization thereof. In order to extract quantifiable structural information, the CLSM derived images are binarized using a suitable threshold to match experimental values for porosity. Afterwards a signed distance function is calculated in the 3D structure measuring the smallest distances between pore boundaries followed by a medial axis marking the center of the signed distance function. Structure characteristics like pore size distribution, porosity and specific surface area of the membrane can be determined on a local level. Furthermore, using Stokes equation, the permeability of the membrane is calculated to support the 3D representation obtained by CLSM and the structure characteristics determined by computer based image analysis. Pore size distribution and permeability derived by image analysis show very good agreement with experimental values for the membrane.

1. Introduction

Commonly used methods for the pore structure characterization of macro porous membranes, like e.g. permeability, capillary flow porometry [1–4], BET-analysis [5] or Bubble Point measurements [6,7] produce integral structure parameters that do not give locally resolved information. Although this information is quite important as it often correlates with the performance of the membrane, local structure information, especially along the thickness of the membrane, can be very helpful for the full consideration of this performance. Scanning electron microscopy (SEM) and CLSM image analysis of differently prepared membrane samples have been used to generate locally resolved structural information [8–10], however, due to the 2D character of SEM imaging techniques and the reported 2D CLSM images, where only a single optical section was recorded, a quantitative evaluation of pore structure is not possible. Based on different methods of 3D structure imaging and image analysis, alternative techniques have been developed, like x-ray diffraction [10], imaging of resin filled membranes [11–13], or CLSM, by recording a series of single optical sections, as proposed by Charcosset et.al. [14,15]. All these techniques are limited in their ability to extract quantitative structural information from the images. Sample preparation usually requires artificial conditioning far from the application. The aim of this work is to generate a sufficiently resolved 3D representation of commercial lateral flow membranes [16,17] under application relevant conditions in order to extract quantitative structural information and to enable enhanced structure-
performance correlations. CLSM combined with computer-assisted image evaluation was employed to generate 3D representations of a fluorescently labeled macroporous nitrocellulose membrane. Using an algorithm that is based on a signed distance function and the generated medial axis for each pore, spheres can be fitted into the porous 3D structure. Using the size distribution of these spheres, the pore size distribution of the membrane can be determined on a local level. In order to validate the 3D representation obtained by CLSM, the structural characteristics obtained by computer-based image analysis i.e. specific surface area, pore size distribution, permeability of the membrane, are compared to experimental values. In this study, a commercial available phase inversion, macroporous nitrocellulose membrane is investigated. This membrane is commonly used in lateral flow immunoassays like e.g. the home pregnancy test. Due to their simple layout, lateral flow immunoassays are also used in the field of infectious diseases, drugs of abuse and oncology where the macroporous phase inversion nitrocellulose membrane is responsible for a capillary driven transport of a sample fluid. Since nitrocellulose membranes exhibit relatively high binding capacity for proteins without affecting the activity of the bound protein, antibodies can be printed onto the membrane [16,17]. The phase inversion derived membrane exhibits a highly porous and complex microstructure (see Fig. 1).

2. Materials and methods

All experiments were performed on Unisart©140, a commercially available, unsupported, nitrocellulose membrane for lateral flow immunoassay (Sartorius Stedim Biotech GmbH) with a nominal pore size of 8 μm, a thickness of 142 μm, and a wicking speed of ~120 s/40 mm. In order to reduce variations due to structural inhomogeneities, all measurements were performed on the same membrane samples. First, eight circular samples with a diameter of 47 mm were used to determine the porosity and water permeability 2.3.4. The samples were then subject to a BET analysis. Afterwards 25 mm diameter cut outs were taken from the center of each of the 47 mm diameter samples for capillary flow porometry. Eventually, sixteen cut-outs with 10 mm diameter were taken from the 25 mm samples to carry out the CLSM experiments.

2.1. Experimental characterization

For porosity, permeability and specific surface area determinations four measurements were performed with a sample stack of each two 47 mm diameter membranes. Capillary Flow porometry experiments were carried out eight times on every 25 mm diameter sample.

2.1.1. Porosity determination (PD)

For porosity determination, four stacks of two 47 mm membrane samples were weight in a dried and in a completely wet (purified water) state. Membrane samples were dried in an oven at 80 °C until the weight reached a constant value indicating that all water from within the microstructure had evaporated. Afterwards the membranes were wetted with purified water and then weighed again. Assuming a full penetration of purified water in the accessible pore volume, the porosity \( \phi \) was determined as

\[
\phi = \frac{m_{\text{BOW}} - m_{\text{dry}}}{V_{\text{Membrane}} \cdot \rho_{\text{BOW}}}
\]

where \( m_{\text{BOW}} \) is the mass of the fully wetted membrane, \( m_{\text{dry}} \) the mass of the dried membrane, \( \rho \) the density of water and \( V_{\text{Membrane}} \) the volume of the membrane sample.

2.1.2. Specific surface area (BET)

The BET-method determines the specific surface area \( S_{\text{BET}} \) on the basis of gas adsorption of nitrogen on the membrane sample, according to the following [5]

\[
S_{\text{BET}} = \frac{N_{A} \cdot A_{M} \cdot V_{\text{Mono}}}{m_{\text{MO}} \cdot V_{M}}
\]

where \( N_{A} \) is the Avogadro constant, \( A_{M} \) is the area of the adsorbed molecule, \( V_{\text{Mono}} \) is the volume of the adsorbed monolayer, \( m_{\text{MO}} \) the sample mass and \( V_{M} \) is the molar volume of adsorbed molecules. The membranes were heated for 24 h at 100 °C under vacuum. All measurements were performed on a Gemini V (micromeritics instrument Corp.).

2.1.3. Capillary flow porometry (CFP)

The membrane samples were wetted with Porefil® due to its qualities as a solvent with a low surface tension and vapor pressure (16mN. m⁻¹; 399 Pa) and its hydrophobic properties as a perfluorooether, which does not cause the membrane to swell. In the next step, nitrogen is perfused through the membrane in the pressure scan method [4] whereby the pores filled with the Porefil® will be completely depleted so that the membrane is liquid free. For the depletion, the pressure is increased continuously following a predefined pressure ramp. Subsequently, the measurement was repeated with the dry sample. For further analysis, the flow in relation to the nitrogen pressure is recorded [18]. Owing to the fact, that the pressure-difference between the measurements of the wet and the dry sample \( p \) is proportional to the pore size diameter \( d \), a pore size distribution can be determined via the Young-Laplace-equation

\[
\Delta p = \frac{4 \cdot \sigma \cdot \cos(\delta) \cdot a}{d},
\]

\( \sigma \) is the surface tension, \( \delta \) the wetting angle of the applied fluid, in this case it is assumed to be 0°, and \( a \) is the shape factor for the assumption of a certain 2D pore geometry. In this case a shape factor of 0.715 was used according to literature [19]. The point where the half dry curve, dividing all values for the flow in the dry-curve by two, and the wet curve meet defines the mean pore size. Due to the cumulative nature of this method, inhomogeneities in the pore structure are not detectable.

This technique accounts for pores contributing to flow. For most applications, a consideration of these pores is sufficient as these often determine the performance or the selectivity of the membrane. However, a consideration of the entire pore structure and the homogeneity
of it is particularly useful for lateral flow membranes, since in these applications, pore inhomogeneities can have a significant influence on their performance. [20] All measurements were performed with the Porolux500 from Porometer.

2.1.4. Water permeability measurements (WPM)

The water permeability measurements were performed by using a permeability measurement device consisting of a cylindrical receptical (Stainless Steel Pressure Holder, 47 mm diameter membrane samples on a mesh grid, 200 mL capacity, Sartorius Stedim Biotech GmbH) in which a stack of two prewetted membranes were installed. Afterwards, the receptical was filled with 150 mL of purified water (pH 7.0) and a pressure of 50 mbar is applied while the hydrostatic pressure of the water column is considered. After opening a valve, the purified water is passing the membrane stack and the permeating water is weighed over time to calculate the permeability using Darcy’s law (see Eq. (8)) [21].

2.2. Confocal laser scanning microscopic (CLSM) characterization

10 mm diameter membrane samples were used as described before. The CLSM experiments were performed in the center of each membrane cut-out. Prior to investigation the membrane sample has to be labeled with a fluorescence dye to ensure the visualization in the CLSM experiment.

2.2.1. Labeling of the nitrocellulose diagnostic membrane

For the fluorescent labeling of the nitrocellulose membrane, the 10 mm diameter samples were each gently shaken for 16 h in 1 mL of a solution containing 1 M HCl and 1 mol/L Cu(I)Cl in order to reduce the nitro groups into primary amines in a modification of the protocol by Owsley et al. [22]. After washing with purified water, the membrane samples were dried for 30 min at 80 °C in an oven. The dry samples were incubated in 1 mL of a solution of 32.5 mg. L⁻¹ Alexa Fluor 594 succinimidyl ester in 1 M KPI pH 7.0 and continuously stirred for 2 h. Finally, the labeled membrane samples were washed 3 times in purified water for 30 min to remove excess dye and were afterwards dried again for 1 h at 80 °C.

2.2.2. Microscope setup and experiment

The dry samples of labeled membrane were mounted on a microscope slide (Fisher Scientific GmbH, Ultra White Glass; 75 mm × 25 mm × 1 mm) and soaked in immersion oil (Leica Type F; refractive index of 1.512). Afterwards a cover slip (Fisher Scientific GmbH; 20 mm × 20 mm × 0.25 mm) was placed on the membrane sample and the edges were sealed with a two component adhesive. By placing the dried dyed membrane sample in immersion oil, the macroporous polymer membrane becomes transparent due to the refractive index matching [15]. This allows for the scanning laser to penetrate the whole depth of the membrane while the location of the surface-bound fluorescent labels retains the structural information. The fluorescence microscope TCS SP-8 confocal platform from Leica was used. For all measurements, a 63x oil-objective with a free working distance of 1.4 mm (HC PL APO 63x/1.40 Oil CS2 from Leica) and an DPSS laser (excitation wavelength: 561 nm) was employed.

The pinhole was set to 95.6 µm. The value for the smart gain was 650 V. Every sample was recorded with a resolution of 240.5 nm/voxel. The image size is 256 × 256 pixel which corresponds to an edge length of 61.56 µm for x- and y-direction, respectively. Overall, 590 images where taken in z-direction representing a depth of penetration of 141.89 µm. A total of 16 complete representations were recorded in the center of each membrane sample for the following analysis to enable an statistical evaluation and an experimental standard deviation.

2.2.3. Reconstruction of the sampled data

In order to employ the computer-assisted methods, image processing steps are applied to the obtained CLSM images. The image stack is filtered by a Median filter (2pixel) which reduces the noise of the images. Subsequently, the threshold is set to 0 and 170 respectively and a binarized stack of images results. The threshold values were adjusted such that resulting porosity of the binarized stack matches the one obtained by the experiment (Fig. 3). The binarized stack is finally assembled into the reconstructed 3D microstructure of the macroporous polymer membrane (see Fig. 2). For the image processing procedure, the software package ImageJ 1.51j8 was used [23].

![Fig. 2. Image processing procedure for the reconstruction of the porous membrane microstructure with the CLSM-scan (left), the filtered and binarized images (middle) and the resulting reconstructed 3D microstructure (right).](image-url)
2.3. Computer-assisted characterization

The computer-assisted characterization incorporates numerical fluid flow simulations as well as post-processing steps. Both are conducted with tools and solvers which are implemented in the simulation framework PACE3D[24]. For porosity and specific surface area determination, 16 representations were evaluated to calculate the experimental standard deviation. For permeability and pore size distribution determination, 5 representative 3D structures were evaluated as described in Sections 2.3.4, 2.3.5 and 2.4. In order to obtain the experimental standard deviation for these membrane characteristics, 5 different 3D structures were chosen from the results of the 16 determined porosities. To ensure an accurate standard deviation for these 5 experiments, the 2 representations with the highest porosity, the 2 representations with the smallest and one representation with the mean porosity were chosen for the further determination of permeability and pore size distribution.

2.3.1. Porosity

The porosity \( \phi \) is calculated from the ratio of the pore volume \( V_p \) to the total volume \( V_t \) as

\[
\phi = \frac{V_p}{V_t}.
\]  

Since the representation of pore and total volume is voxel-based, the porosity is determined by summing up the voxels of each volume.

2.3.2. Specific surface area

The specific surface area \( S_v \) is calculated as the ratio of the inner surface of the microstructure \( S_i \) to the total volume of the microstructure

\[
S_v = \frac{S_i}{V_t}.
\]

The determination of the inner surface is based on blurring the boundaries between the structure and pore region by using a Gaussian filter and by calculating and summing up the surface normals in the diffuse interface.

2.3.3. Determination of the representative volume element

In order to reduce the influence of geometric heterogeneity of the microstructure for the characterization procedure it is necessary to determine a statistically representative volume element (RVE) which holds all the properties of interest. The RVE can be obtained by continuously increasing the edge length of an extracted volume element (VE) by means of increasing the number of voxels within the VE and estimating the porosity and specific surface as geometrical properties [25,26]. Therefore, the edge length is varied from 20 voxels up to 120 voxels per VE and in total, 50 different volume elements are distributed in the reconstructed microstructure while the spatial resolution is kept constant at 240 nm/pixel. When the standard deviation of the properties drops below 5 %, the size of the RVE is achieved.

In Fig. 4 the determination procedure is schematically shown and depicted with the resulting RVE edge length of 14.4 \( \mu \)m. This leads to the conclusion that the used representations of 61.56 \( \mu \)m \( \times \) 61.56 \( \mu \)m \( \times \) 141.89 \( \mu \)m is representative in terms of a statistical evaluation.
2.3.4. Water permeability

The water permeability $K$ of the membranes is calculated by solving the Stokes equations in the pore space of the microstructure numerically. With the assumption of dominating low flow velocities within the pores, the resulting advective inertial forces are small compared to the viscous forces which yields a low Reynolds number ($Re<1$) for the flow problem. The advective force can then be neglected and the full Navier-Stokes equation can be linearized to the following Stokes equation

$$\mu \nabla \cdot \mathbf{u} - \nabla p = 0$$

with

$$\nabla \cdot \mathbf{u} = 0.$$  

Herein, $\mu$ describes the dynamic viscosity of the fluid and $\mathbf{u}$ is the velocity vector. For solving the set of linear partial differential equations, a pressure gradient in cross flow direction $z$ (see Fig. 5) is defined as boundary condition while the inner surface of the microstructure is assumed to reveal no-slip boundary condition. For the remaining boundaries, slip condition is set. The velocity field, which adjusts at a given pressure gradient $\nabla p$, is used for the permeability estimation by using Darcy’s law [27]

$$K = \mathbf{u} \cdot \frac{l}{\nabla p}$$

where $l$ is the membrane thickness and $K$ describes the permeability tensor of the macroporous membrane.

2.3.5. Representative resolution for permeability determination

For the numerical fluid flow simulations it is important, besides a minimum physical edge length of the RVE, to apply a reasonable numerical resolution for the pore space in order to minimize discretization errors during the solving of Eq. (6) numerically. In contrast to the given spatial resolution of the images, the numerical resolution can be modified by increasing the number of voxels used to represent the computational grid for the pore space in the 3D microstructure. As a consequence, the modified voxel size changes as well. In order to determine the minimal voxel size needed, a 3D section $26.4 \, \mu m \times 26.4 \, \mu m \times 141.89 \, \mu m$ of the microstructure is extracted. Herein, the voxel size is decreased while the number of voxels increases. In order to guarantee the conservation of the morphology when the numerical resolution is changed, the binarized 3D data (see Fig. 2) is blurred by a Gaussian filter first. Then, the grid refinement is obtained by increasing the domain size by 2, 4 and 5 times followed for each time by a tri-linear interpolation of the original blurred values on the refined grid. As a final step, the refined domain is binarized again. Starting with a voxel size of 240 nm the permeability is calculated for each numerical resolution. By assuming to have a maximum relative deviation with the lowest numerical resolution, the relative error for the permeability values is decreasing with an increasing numerical resolution. For an increased voxel size from 60 nm to 48 nm the achieved relative error is 1.67% which marks the minimum numerical resolution needed. The determination of the permeability values and the corresponding relative deviations are illustrated in Fig. 6. In order to minimize the discretization error for the permeability estimations, a discrete mesh with about 221.000.000 calculation points is needed. For the numerical simulations 193 CPU’s of the ForHLR II supercomputer in Karlsruhe are used in parallel.

2.4. Pore size distribution

An image processing method was developed to determine the pore size distribution on the micro-scale. This method can be divided into three processing steps:

i) Solving a signed distance function (SDF)
ii) Determination of the medial axis (MA)
iii) Filtering the solution of the signed distance function by the medial axis

2.4.1. Signed distance function (SDF)

With the signed distance function $f(x)$ the shortest Euclidean distance to the nearest point in the boundary $\delta \Omega$ of a domain $\Omega$ is calculated based on the binary representation of the microstructure $g(x)$ [28,29]. Once the SDF is initialized by $f(x) = g(x)$, the distance of each point to the boundary can be calculated by setting the magnitude of the gradient of the normal vector relative to the boundary to be unity as

$$|\nabla f(x)| = 1$$

The solution of this condition is determined iteratively by solving a partial differential equation (PDE) in 3D space.

$$\frac{\partial f(x)}{\partial t} = S(f) \cdot \text{sign}(f) \left(1 - |\nabla f|\right)$$

Herein, the function $\text{sign}$ is responsible for distinguishing between the two sides of the boundary region $\delta \Omega$. 

Fig. 6. Determination of the minimum voxel size (spatial resolution) of the investigated microstructure.
where the domain is divided into inside ($Ω^+$) and outside ($Ω^-$) the region of interest (pore space). In order to fix the boundaries for the SDF solution, the smearing function $S(f)$ is used

$$S(f) = \frac{f}{\sqrt{f^2 + (\Delta x)^2}}$$

(11)

The PDE is solved with Godunov’s upwind difference scheme [30].

2.4.2. Medial axis (Skeleton)

The medial axis (MA) is defined as the locus of all the centers of maximal spheres (green points in Fig. 7 (c)) which can be put into the geometry where the spheres touch the boundary at more than one point (red points in Fig. 7 (c)). The extraction of this medial axis can be approached by calculating the Hessian matrix of the signed distance field $f$ and by identifying the local maxima of $f(x)$. However, this results in a point cloud which represents an area around the medial axis but not a simple bounding line [31]. Another way of medial axis extraction is the application of thinning algorithms which lead to simple lines satisfying topological properties, but which do not deliver information about distances. In order to fulfill the ultimate aim of preserving the topology of the microstructure and to simultaneously represent it in a parametric manner, the signed distance function is combined with the medial axis obtained by a thinning algorithm.

The applied algorithm for the thinning procedure is based on Lee’s algorithm [32] where by symmetrically eroding the geometry’s surface, the topology is projected on the resulting thin line [33].

2.4.3. Combination of SDF and MA

The combination of both methods, namely the signed distance function and the medial axis extraction by the thinning algorithm, leads to the pore size distribution of the microstructure. It is realized by first solving the PDE for the distance field and then filtering the distance field by the points which belong to the obtained medial axis. The filtered distances are then interpreted as radii of different pores where the information about the pore position is delivered by the medial axis.

Fig. 7. Schematic description of the processes for the computer-assisted determination of the pore size distribution in a domain $Ω$ with the structure surface $δΩ$. (a) Determination of the Medial Axis (MA); (b) Solving the signed distance function (SDF); (c) Filtering the SDF by the MA.

Fig. 8. Illustration of the geometrical porometry by using the signed distance field and the extracted medial axis in a section of the reconstructed CLSM-scans.
With this method, the pore space is approached by many differently sized spheres while neighboring spheres are allowed to overlap. Furthermore, local information about the pore sizes are accessible as well as the overall information about pore size distribution and the resulting mean pore size can be derived. Fig. 7 illustrates the whole procedure by simplifying the pore space of the complex microstructure to a simple 2D rectangle while Fig. 8 shows this in the complex 3D structure. In the latter, the pathway of the medial axis is visualized by beads which are color coded by the corresponding local diameter of the pores.

3. Results and discussion

The presented results for CAC measurements were performed with 3D representations of 61.56 µm × 61.56 µm × 141.89 µm (Section 2). These 3D structures are representative with respect to the obtained RVE with a minimum voxel edge length size of 14.4 µm (Section 2.3.3). However, the shown exemplary Figs. 9 and 10 refer to the same 3D representation.

3.1. Porosity, specific surface area and permeability measurements

The physical characterization of the porosity and the specific surface area were performed by weighing the dry and water wetted membrane and measuring the BET nitrogen adsorption, respectively. In contrast to those methods the here presented CAC provides the opportunity to calculate the membrane characteristics in total or locally on the pore-scale and with respect to every axis of the membrane (Fig. 9).

The CAC derived total porosity of the membrane is, as expected, in good agreement to the experimental measurements as shown in Table 1 due to the way we chose to set the threshold (Section 2.2.3). The local determination over the z axis shows that the membrane consists of a homogeneous porosity over the z-axis. The observed increase at the upper respectively the lower edge of the membrane is probably caused by the roughness of the membrane surface (Fig. 1, 9). In addition, the onset on the edge of the membrane is often not flat so that the porosity determination is challenging in this section of the membrane. The local determination of the specific surface area by CAC shows an increase at the edges fitting the therein detected higher porosity (Fig. 9).

Overall the specific surface area is quite homogeneous matching the homogeneous porosity over z-axis. Nevertheless it clearly can be seen, that the investigated macroporous membrane shows no significant gradient in terms of porosity and specific surface area over the thickness of the membrane, a fact which cannot be detected by physical porosity determination or BET analysis (Fig. 9). The absolute value for the specific surface area determined by CAC is however

---

**Table 1**

Physical and CAC determined characteristics for porosity, the specific surface area, the water permeability and the mean pore size for the macro porous nitrocellulose membrane.

<table>
<thead>
<tr>
<th>Property</th>
<th>PD</th>
<th>BET</th>
<th>WPM</th>
<th>CFP</th>
<th>CAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porosity (-)</td>
<td>0.82 ± 0.02</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.79 ± 0.02</td>
</tr>
<tr>
<td>Specific surface (m²·mL⁻¹)</td>
<td>–</td>
<td>0.69 ± 0.09</td>
<td>–</td>
<td>–</td>
<td>0.27 ± 0.02</td>
</tr>
<tr>
<td>Water permeability (× 10⁻¹⁸m²)</td>
<td>–</td>
<td>–</td>
<td>9.92 ± 0.96</td>
<td>–</td>
<td>9.41 ± 1.22</td>
</tr>
<tr>
<td>Mean pore size (µm)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>3.05 ± 0.09</td>
<td>3.74 ± 0.19</td>
</tr>
</tbody>
</table>
significantly smaller than in the nitrogen adsorption experiments (Table 1). An explanation is that the resolution of the images by CLSM is not high enough to represent the surface roughness on a molecular level as in the nitrogen adsorption experiments. The surface roughness does not have a significant impact on porosity, water permeability and pore size distribution by CAC determinations but in terms of the specific surface area it leads to a smaller determined surface area in CAC in comparison to the BET analysis.

The water permeability simulations were performed with a resolution of 48 nm voxel edge length like described in Section 2.3.5. Due to the fact that the water permeability simulation experiments need sufficient information in z-direction, no local determination was considered. However the overall water permeability out of CAC, given in Table 1, is in very good agreement with the experimentally determined values. The quantified water permeability additionally confirms the 3D morphology as well as the determined structure characteristics.

3.2. Computer-assisted determination of the pore size distribution

The pore size distribution was determined on the same representation used for the water permeability simulations as described in Section 2.4 (Fig. 8). In Fig. 10 the cumulative and the relative pore size distribution are displayed. A normal distribution fits the data for the relative pore size distribution reasonably well. This indicates, that the pore sizes are symmetrically distributed around the mean pore size determined to be 3.59 µm in this example. The comparison of the fitted distribution out of CAC and the experimental pore size distribution out of capillary flow porometry illustrates that the experimentally observed mean pore size of the membrane is smaller than the CAC data (Table 1). The experimental results further exhibit a small distribution of pore sizes compared to the CAC analysis.

4. Conclusion

The presented computer assisted characterization (CAC) method was successfully used to characterize a macroporous nitrocellulose diagnostic membrane. Typical membrane structure characteristics like the porosity, the specific surface area, and the pore size distribution were determined in reasonable agreement with the experimental results obtained by standard membrane characterization techniques. In addition the permeability was simulated with a Stokes approach to further evaluate the structure characteristics by CAC. These results are in good accordance with experimental measurements. The presented methods are capable to reproduce results with common techniques and moreover enable to quantify gradual changes of the porosity and the membrane structure with a local parameter analysis along the z-axis (Fig. 9). The new combined experimental and computational techniques facilitate a quantitative evaluation of the heterogeneities of a macroporous membrane structure. Additionally the characteristic microstructure parameters were determined by CLSM experiments in comparison to three different experimental measurements. In further investigations CAC can be employed to specify a particular membrane type for the use in capillary flow porometry to incorporate a 3D geometrical pore structure information instead of the nowadays commonplace 2D shape information [4,19].
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