Two-step in vitro-in vivo correlations: Deconvolution and convolution methods, which one gives the best predictability? Comparison with one-step approach
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ABSTRACT

Finding predictive dissolution tests and valid IVIVCs are essential activities in generic industry, as they can be used as substitutes of human bioequivalence studies. IVIVCs can be developed by two different strategies: a one-step approach or a two-step approach.

The objectives of this work were to compare different deconvolution and convolution methods used in the development of two-step level A IVIVCs and to study if the relationship between the in vitro dissolution rate and the in vivo dissolution rate should guide the decision between using a two-step approach or a one-step approach during the development of a new IVIVC.

When the in vitro and the in vivo dissolution rates had a linear relationship, valid and biopredictive two-step IVIVCs were obtained, although there was not a combination of deconvolution and convolution methods that could be named as the best one, as long as all the prediction errors for any combination were within the limits.

It was not possible to obtain a valid two-step IVIVC when the relationship between dissolution rates was non-linear, but the one-step approach was able to overcome this fact and it gave valid IVIVCs regardless of whether the relationship between dissolution rates was linear or non-linear.

1. Introduction

Finding predictive dissolution tests is an essential activity in generic industry, as, depending of the drugs, they can be used as substitutes of human bioequivalance studies.

Biopharmaceutics classification system (BCS) divides drugs in four groups or classes depending on their permeability and on their solubility: Class I) high permeability-high solubility drugs, class II) high permeability-low solubility drugs, class III) low permeability-high solubility drugs and class IV) low solubility-low permeability drugs. It is assumed that a drug has a high solubility if its highest dose is completely dissolved in 250 mL of physiological pH aqueous media and it has a high permeability if the 90% or more of the administered dose is absorbed [1–3].

This classification is used by competent agencies, as the Food and Drug Administration (FDA) or the European Medicines Agency (EMA), to define which formulations can demonstrate bioequivalence just with dissolution tests (biowaiver) and which ones must go to human bioequivalence studies. Biowaivers are allowed for class I and class III drugs as, if they are dissolved quickly, their limiting step to drug absorption is
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gastric emptying. Conditions to be allowed to use predictive dissolution tests to demonstrate bioequivalence are the following ones:

- Formulations with class I drugs must have a fast dissolution speed, that is, the 85% of the drug must be dissolved in 30 min or less and this formulations must have the same qualitative and quantitative composition of the excipients that could affect bioavailability [2,3].
- Formulations of class III drugs must prove that they have a very fast dissolution (85% or more in 15 min or less) and the same qualitative and quantitative composition of excipients [2,3].

A special case is the formulation with class II drugs. In this case, a biowavier cannot be asked directly, but if a predictive dissolution test is found and it can simulate the in vivo dissolution process, the limiting step of drug absorption in this group, an in vitro/in vivo correlation could be established and it could be used as a substitute of human bioequivalence studies [4,5].

In vitro/in vivo correlations (IVIVCs) are mathematical models that can relate an in vitro characteristic of a drug with a characteristic of its in vivo behavior [6–8].

Their final aim is to predict plasma profiles of human people from the results of a dissolution test and, for reaching that goal, IVIVCs can be developed by following two different strategies: a one-step approach or a two-step approach [5].

The one-step approach allows predicted plasma profiles to be obtained directly from a combination of in vitro data and experimental in vivo plasma concentrations by mathematical modeling with differential equations. By its side, in the two-step approach, experimental plasma profiles must be, firstly, transformed to fractions absorbed by deconvolution, and the IVIVC is obtained by relating in vitro fractions dissolved with in vivo fractions absorbed; then, for being returned to plasma concentrations, predicted fractions absorbed are reconverted by convolution.

There is controversy about which approach is the best for constructing an IVIVC. The FDA recommends the use of the two-step approach [4], despite the limitations of the deconvolution methods that several authors have remarked in their publications [9,10]. The EMA, by its part, defends that deconvolution methods should be just used as exploratory tools and the one-step approach should be the methodology selected for developing IVIVCs [11], as convolution does not need, for instance, data collected at the same times and can predict plasma levels directly using individual data. Nevertheless, these methods assume linearity of the system and invariance in time.

There are lots of software to develop IVIVCs as: NONMEM® [12–14], SAS® [15], Sigma-Plot® [16], Excel® [17], PC_IVIVC® [18] and Phoenix WinNonlin [19–21].

The objectives of this work were: 1) to compare different deconvolution and convolution methods used in the development of two-step level A IVIVCs by analyzing their influence in their predictability and 2) to study if the relationship between the in vitro dissolution rate and the in vivo dissolution rate should guide the decision between using a two-step approach or a one-step approach during the development of a new IVIVC.

2. Experimental section

For carrying out this work, three batches of data were simulated with Nonmem®: one batch from an in vitro dissolution test and two batches from human bioequivalence studies, in the first one, it was assume that the in vitro dissolution rate had a linear relationship with the in vivo dissolution rate and, in the second one, it was assume that this relationship was non-linear and it followed a Hill equation. Two-step IVIVCs were obtained with Microsoft Excel® and one-step IVIVCs were developed with Berkeley-Madonna®.

1. Two-step IVIVCs

2.1. Wagner-Nelson method

Wagner-Nelson deconvolution method is a mass balance based mathematical procedure with which absorption profiles can be calculated for those drugs that follow a one-compartment behaviour.

Wagner-Nelson method assumes that at time equal to infinite the total amount of absorbed drug is equal to the total amount of eliminated drug. At any other time, different to infinite, the absorbed concentration (A\textsubscript{t}) will be equal to the addition of the plasma concentration at that time (C\textsubscript{t}) and the eliminated concentration until that moment (E\textsubscript{t}) [22].

Taking the foregoing condition into account, fractions absorbed (\(f\)) at each time can be calculated using the following equation (Eq. (1)), in which \(k\) is the elimination rate and AUC represents the area under the curve between 0 and different times or infinite [23].

\[
 f_i = \frac{A_i}{A_{\text{inf}}} = \frac{C_i + E_i}{E_{\text{inf}}} = \frac{C_i + k_{el} \cdot \text{AUC}_i}{k_{el} \cdot \text{AUC}_i} \quad (1)
\]

2.2. Point-area method

The point-area method is a model-independent procedure that combines data from intravenous (IV) profiles and extravascular (EV) profiles for approximating the values of the fractions absorbed and the absorption constant without adjusting the behavior of the studied drug to a concrete pharmacokinetic model. This procedure can be used when the time intervals are always the same. The main equation that must be known for applying this method is the antitransform of the transfer function (G(\(t\))). Equation (2) shows how the antitransform of the transfer function can be calculated at any time (\(t = n\)) [24].

\[
 G(t_n) = \frac{C_{\text{CV}(t_n)} - \sum_{i=0}^{n-1} \text{AUC}^{\text{EV}}_{C_i} \cdot G(t_{n+i})}{\text{AUC}^{\text{EV}}_{C_n}} \quad (2)
\]

In zero-order absorption processes and in first-order absorption processes, the antitransform of the transfer function is equal to the product of bioavailability (F) by the differential of the fractions absorbed versus time (Eq. (3)) [24].

\[
 G(t_n) = F \cdot \frac{\Delta f_i(t)}{\Delta t} \approx \frac{\Delta f_i(t)}{\Delta t} \quad (3)
\]

2.3. Curve fitting method

In the curve fitting method, a method model-dependent, the parameters that characterize the pharmacokinetic behavior of the drug under study are calculated through the simultaneous adjustment of plasma concentration profiles after an intravenous administration and an extravascular administration. In case of a one-compartment drug the equations for adjusting the profiles are the following ones (Eqs. (4) and (5)) [23].

\[
 \text{IV-C}\text{IV} = \frac{D_{\text{IV}}}{V_d} e^{-k_{el} t} \quad (4)
\]

\[
 \text{EV-C}\text{EV} = F \cdot \frac{D_{\text{EV}}}{V_d} \cdot \frac{k_a}{k_a - k_{el}} \left( e^{-k_{el} t} - e^{-k_a t} \right) \quad (5)
\]

Once the absorption constant is obtained, by minimizing the sum of residual squares of both adjustments, the fractions absorbed after the extravasal administration are calculated from it.

a. Deconvolution methods

Simulated in vivo plasma profiles for three no bioequivalent formulations (Fig. 1) were adjusted to a one-compartment disposition model and three different deconvolution methods were used for transforming plasma concentrations (Cp) to fractions absorbed (\(f\)):

- Wagner-Nelson, point-area and curve fitting.
b. Time scaling

Once dissolution profiles have been obtained and experimental plasma profiles have been transformed into fractions absorbed by deconvolution, a level A IVIVC can be obtained by relating the fractions absorbed and the fractions dissolved at the same times.

However, this combination can be made directly just in case that both processes dissolution and absorption happen at the same speed and, thus, profiles are superimposable. This fact is not common and, normally, in vitro dissolution is faster than in vivo. If this happens, it is necessary a time scaling phase to make both processes overlapping.

In this study, the necessity of a time scaling phase was also studied by the construction of a Levy Plot and obtaining an inverse release function (IRF) as done previously in the literature [20,25–27].

c. Convolution methods

When the different two-step IVIVCs were obtained, predicted fractions absorbed were convoluted to predicted plasma profiles by two different methods: the back Wagner-Nelson method and the superposition method.

2.4. Back Wagner-Nelson method

This method is the equivalent of the Wagner-Nelson deconvolution method and it can be used, as the other one, when the drug follows a one-compartment disposition behaviour.

The following equation (Eq. (6)) can be used for obtaining the predicted plasma profiles by this method [28].

\[ C_p(t-1) = \frac{k_d \cdot C(t) + C(t) \times (2 - k_d \times \Delta t)}{2 + k_d \times \Delta t} \] (6)

2.5. Superposition method

This other convolution method is an approach, proposed by Langenbucher, which, as its name says, is based in the superposition principle [29]. This principle assumes: (1) dose proportionality and (2) time invariance; this is that:

1. If an input \( i(t) \) gives rise to a response \( r(t) \), a multiplication or a fraction of that input \( m^* i(t) \) will be equal to a multiplication or fraction of the response \( m^* r(t) \).

2. If an input is given to a time \( n \) other than zero, the response will be the same but displaced \( n \).

The following equation (Eq. (7)) shows the convolution integral in which this principle is based.

\[ r(t) = \int_0^t i(n) \times w(t-n)dn \] (7)

In which,

- \( i(n) \) represents the input function into the system, i.e the fractional absorption rate,
- \( w(t-n) \) is the so-called weighting function or unit impulse response function and would correspond to the normalized disposition function (i.e the plasma profile after intravenous administration of a Dose = 1), and
- \( r(t) \) represents the response of the system to the oral administration.

That is the plasma profile after the oral administration (\( r(t) \), is the sum (integral operation) of a series of infinitesimal impulses (\( i(n) \)) multiplied by the disposition function (\( w(t-n) \). For a detailed derivation of the equation see [29].

2. One-step IVIVCs

One-step IVIVCs were developed with the software Berkeley-Madonna® and the libraries are shown in the supplementary material (S1).

3. Internal validation

The predictability of the obtained IVIVCs was evaluated by internal validation calculating the prediction error percentage (PE%) for the predicted AUC and the predicted Cmax (Eq. (8)).
PE\% = \frac{\text{Experimental parameter} - \text{Predicted parameter}}{\text{Experimental parameter}} \times 100 \quad (8)

FDA and EMA consider that an IVIVC is valid and, therefore, biopredictive when it meets two conditions: the mean prediction error for each parameter is lower than 10% and the prediction error for each formulation and each parameter is below 15% [23].

3. Results

3.1. Simulated data

Fig. 1 shows the in vitro dissolution and in vivo plasma profiles simulated with NONMEM® for carrying out this study. All three formulations (1, 2 and 3) were simulated as non-bioequivalent in vivo and non-similar in vitro.

3.2. Deconvolution methods

Absorption profiles for the three formulations (1, 2 and 3) are shown in Fig. 2. Fig. 2 shows the $f_a$ obtained by Wagner-Nelson method, point-area method, and curve fitting method, for the case in which the in vivo dissolution rates have a linear relationship with the in vitro dissolution rate and, the case in which it is assumed that this relationship is non-linear.

3.3. Time scaling

For knowing if time scaling was necessary, both, in vitro dissolution profiles and in vivo fractions absorbed were represented in the same graph. Fig. 3 shows these representations for the absorption profiles obtained by the different deconvolution methods.

It can be seen that profiles were not perfectly overlapping and, because of that, a Levy Plot was constructed for each deconvolution approach and type of data (Fig. 4). When data were simulated assuming a non-linear relationship between the in vitro dissolution rate and in vivo dissolution rate, the tendency of formulation one is completely different to the other two, at least when the Wagner-Nelson and Point Area deconvolution methods are used. Therefore, those Levy Plot were discarded and four different inverse release functions (IRFs) were obtained (Eq. (9)–(12)), with area method and curve fitting method, for the case in which the in vivo dissolution rates have a linear relationship with the in vitro dissolution rate and, the case in which it is assumed that this relationship is non-linear.

Fig. 2. Absorption profiles obtained by the three different deconvolution methods (Wagner-Nelson, Point-area and Curve fitting) for the three formulations (1, 2 and 3). A) Absorption profiles from the in vivo data simulated assuming a linear relationship between the in vitro dissolution rate and the in vivo dissolution rate. B) Absorption profiles from the in vivo data simulated assuming a non-linear relationship between the in vitro dissolution rate and the in vivo dissolution rate.
which fractions dissolved were rescaled (Fig. 5). Fig. 5 shows fractions absorbed and fractions dissolved in the same graph after time scaling for those cases in which the Levy Plot was accepted.

\[ IRF(\text{Linear} + \text{Wagner-Nelson}) \rightarrow t_{\text{vitro}} = 0.898 \cdot t_{\text{vivo}} - 0.791 \]  
\[ IRF(\text{Linear} + \text{Point - area}) \rightarrow t_{\text{vitro}} = 0.890 \cdot t_{\text{vivo}} - 0.0847 \]  
\[ IRF(\text{Linear} + \text{Curve fitting}) \rightarrow t_{\text{vitro}} = 0.661 \cdot t_{\text{vivo}} + 0.080 \]  
\[ IRF(\text{Non - linear} + \text{Curve fitting}) \rightarrow t_{\text{vitro}} = 0.498 \cdot t_{\text{vivo}} + 0.649 \]

3.4. Two-step in vitro-in vivo correlations

In total, 9 different IVIVCs were obtained for the simulated data in which the in vivo dissolution rates have a linear relationship with the in vitro dissolution rates by relating \( f_{\text{diss}} \) and \( f_a \) at the same times. Table 1 summarizes the characteristics of all these correlations.

Firstly, it was tried to obtain linear level A IVIVCs without scaling the in vitro dissolution profiles, as the difference between absorption and dissolution did not seem very big (Fig. 6A), these correlations are shown in Fig. 6A. Also, they were obtained three linear correlations relating absorption and dissolution profiles after time scaling (Fig. 6B) and, additionally, to see if increasing the complexity of the correlation can prevent Levy plot from being done, three polynomial IVIVCs without time scaling were developed, they are shown in Fig. 6C.

For the simulated data in which a non-linear relationship between in vivo dissolution rates and in vitro dissolution rates was assumed, only a linear IVIVC after time scaling was obtained by relating \( f_{\text{diss}} \) and \( f_a \) from the curve fitting deconvolution method at the same times (Fig. 7), as the rest of levy plot were not good enough (Fig. 4) and without time scaling in vitro and in vivo profiles were not overlapping (Fig. 3B).

3.5. Convolution and internal validation

As it can be seen in Table 1, all the correlations for the simulated data in which in vivo dissolution rates have a linear relationship with the in vitro dissolution rates have a coefficient of determination (\( r^2 \)) equal or higher than 0.970. Nevertheless, for deciding which correlation is the best one, internal validation must be done, and for it, predicted fractions absorbed must be convoluted to predicted plasma profiles. Fig. 8 shows the results of the convolution by the back Wagner-Nelson and the superposition methodology for the linear IVIVCs without time scaling and in Figs. 9 and 10 the same is shown for the linear IVIVCs with time scaling and the polynomial IVIVCs without time scaling, respectively.
The prediction error percentages for all these IVIVCs, formulations and convolution methods are shown in Table 2. From them, it can be concluded that all the linear correlations with time scaling and all the polynomial correlations without time scaling are valid and bio-predictive, as, in all that cases, the mean prediction error for each parameter is lower than 10% and the prediction error for each formulation and each parameter is below 15%, but the linear IVIVCs without time scaling are not valid.

On the other hand, Table 3 shows the prediction error percentages for the two-step IVIVC obtained for the simulated data in which a non-linear relationship between in vivo dissolution rates and in vitro dissolution rates was assumed (Fig. 7). This IVIVC is not valid for both convolution methods, the back Wagner-Nelson and the superposition methodology, so with this type of data the two-step approach is not appropriate and the one-step one should be tested.

3.6. One-step in vitro-in vivo correlations

The supplementary material S1 shows the libraries that were used with the software Berkeley-Madonna for obtaining the one-step IVIVC for both types of simulated data, the ones in which the in vivo dissolution rates have a linear relationship with the in vitro dissolution rate and, the ones in which it is assumed that this relationship is non-linear. The model is general and it is summarized in equations (13)-(16), the only difference between one and other is the initial estimates for m and n, the slope and the intercept of the equation that relates the in vivo dissolution rate and the in vitro dissolution rate.

\[
\frac{dQ_{\text{diss}}}{dt} = F_{\text{max}} 22 C5 k_d e^{-k_d t} \quad (13)
\]

\[
\frac{dQ_{\text{diss}}}{dt} = \left( D \frac{F_{\text{max}}}{100} k_{\text{max}} e^{-k_{\text{max}} \cdot t_c} \right) - k_a Q_{\text{diss,vivo}} \quad (14)
\]

\[
\frac{dQ_c}{dt} = k_s Q_{\text{diss,vivo}} - k_d Q_c \quad (15)
\]

\[
C_p = \frac{Q_c}{V_d} \quad (16)
\]

Equation (13) represents the in vitro dissolution process which was adjusted to a first order model, equation (14) represents the in vivo variation of amount of drug dissolved during time, which was obtained after scaling the in vitro dissolution rate (Eq. (17)) and adding a scale factor (sc), and equation (15) represents the amount of drug in the organism (central compartment) that if is divided by the distribution volume ($V_d$) gives the plasma concentrations ($C_p$) (Eq. (16)). Table 4

Fig. 4. Levy plots for each deconvolution approach. WN: Wagner-Nelson, PA: Point-area and CF: Curve fitting. A) Linear relationship between the in vitro dissolution rate and the in vivo dissolution rate. B) Non-linear relationship between the in vitro dissolution rate and the in vivo dissolution rate.
Fig. 5. Absorption and dissolution profiles represented after time scaling. Profiles has been limited to 20 h to see more clearly if processes are or not superimposable. A) linear $f_a$ by Wagner-Nelson, B) linear $f_a$ by point-area, C) linear $f_a$ by curve fitting and D) non-linear $f_a$ by curve fitting.

Table 1

<table>
<thead>
<tr>
<th>IVIVC</th>
<th>Characteristics</th>
<th>$r^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>L - WN + NL</td>
<td>Linear IVIVC (Wagner-Nelson without time scaling)</td>
<td>0.972</td>
</tr>
<tr>
<td>L - PA + NL</td>
<td>Linear IVIVC (Point-area without time scaling)</td>
<td>0.971</td>
</tr>
<tr>
<td>L - CF + NL</td>
<td>Linear IVIVC (Curve fitting without time scaling)</td>
<td>0.973</td>
</tr>
<tr>
<td>L - WN + L</td>
<td>Linear IVIVC (Wagner-Nelson with time scaling)</td>
<td>0.995</td>
</tr>
<tr>
<td>L - PA + L</td>
<td>Linear IVIVC (Point-area with time scaling)</td>
<td>0.992</td>
</tr>
<tr>
<td>L - CF + L</td>
<td>Linear IVIVC (Curve fitting with time scaling)</td>
<td>0.985</td>
</tr>
<tr>
<td>P - WN + NL</td>
<td>Polynomial IVIVC (Wagner-Nelson without time scaling)</td>
<td>0.987</td>
</tr>
<tr>
<td>P - PA + NL</td>
<td>Polynomial IVIVC (Point-area without time scaling)</td>
<td>0.986</td>
</tr>
<tr>
<td>P - CF + NL</td>
<td>Polynomial IVIVC (Curve fitting without time scaling)</td>
<td>0.987</td>
</tr>
</tbody>
</table>

shows the initial and final estimates for all the parameters used in the models.

The scale between the in vitro dissolution rate ($k_d$) and the in vivo dissolution rate ($k_{d,iv}$) was established with the equation (17) in which $m$ and $n$ initial estimates were obtained from the relation between the in vitro dissolution rate and the apparent in vivo absorption rate ($k_a$) obtained during the development of the two-step IVIVCs.

$$k_{d,iv} = m \cdot k_d + n$$  \hspace{1cm} (17)

Fig. 11 shows the experimental plasma profiles and the predicted plasma profiles obtained with the one-step approach, in which convolution is not necessary, it can be seen that predictions for both type of simulated data are almost overlapping the experimental values. Furthermore, according to Table 5 both IVIVCs are valid and biopredictive, so the one-step approach is appropriate in both cases: a) when there is a linear relationship between the in vitro dissolution rate and the in vivo dissolution rate and b) when there is a non-linear relationship between the in vitro dissolution rate and the in vivo dissolution rate.

4. Discussion

As it can be seen in Fig. 1, in this study in vitro dissolution profiles and in vivo plasma profiles were simulated for three different non-bioequivalent formulations which is the ideal situation for the development of an in vitro-in vivo correlation as it means that a dissolution test able to distinguish between different types of formulations has been found. Additionally, having a high difference between the profiles of the formulations is also good, as if the IVIVC is obtained it will be able to be used for predicting the in vivo profiles of all the formulations with a dissolution rate between the faster and the slower formulations used for developing the IVIVC.

In some occasions, the relation between the in vitro dissolution rate and the in vivo dissolution rate is not linear [30]. This happens, for example, when in vivo dissolution is site-dependent, as it was observed by Kim et al when working with sildenafil formulations [31]. Because of that, in this work two different batches of in vivo data were simulated, one in which it was assumed that the in vitro dissolution rate had a linear relationship with the in vivo dissolution rate and, a second one in which it was assumed that this relationship was non-linear and it followed a Hill equation (Fig. 1).

Regarding the absorption profiles of both types of in vivo data, shown in Fig. 2, it seems that all the profiles of $f_a$ versus time obtained by the three deconvolution methods are quite similar and the same happens with their overlap with the in vitro dissolution profiles (Fig. 3). So, all the deconvolution methods, Wagner-Nelson method, point-area method and curve fitting method, could be considered a good option for transforming plasma profiles into absorption profiles, regardless of whether the relationship between dissolution rates is linear or non-linear. However, at this point, any conclusion about which is the best deconvolution method can be extracted and, for having that information, the different correlations must be obtained, and their predictability must be compared.

If the graphs before and after time scaling are compared (Figs. 3 and 5) it can be seen that, for the simulated data in which there is a linear relationship between dissolution rates, although having quite similar
dissolution and absorption profiles their overlap can be improved by the construction of a Levy plot and the obtaining of an inverse release function (Fig. 4) [20, 25–27]. On the other hand, for the simulated data in which the relationship between dissolution rates is non-linear, it can be seen that the construction of a Levy plot is much more difficult (Fig. 4) as the slope of one of the formulations is completely different to the slope of the other two, especially, when Wagner-Nelson and point-area deconvolution methods are used. So the only absorption profiles that were time scaled from this data were those obtained by the curve fitting deconvolution method (Fig. 5).

Nevertheless, it must be taken into account that time scaling is not always necessary and, for discussing the necessity of having time scaling when using the two-step approach for obtaining a new IVIVC, in this study, three different types of in vitro-in vivo correlations were developed for the simulated data with a linear relationship between dissolution rates: linear IVIVC without time scaling, linear IVIVC after time scaling and polynomial IVIVC without time scaling (Fig. 6). All these correlations have a coefficient of determination ($R^2$) higher than 0.970 (Table 1). The correlations with the lowest $R^2$ are the linear ones obtained before time scaling, while the coefficient of determination increases whether a polynomial IVIVC is obtained without time scaling or
Fig. 8. Comparison of the experimental plasma profiles with the predicted ones by the back Wagner-Nelson (BWN) convolution method (top) and the superposition (S) methodology (bottom) for the linear two-step IVIVCs without time scaling obtained for the data simulated assuming a linear relationship between the in vitro dissolution rate and the in vivo dissolution rate. WN: Wagner-Nelson, PA: Point-area and CF: Curve fitting, NL: No Levy plot.

Fig. 9. Comparison of the experimental plasma profiles with the predicted ones by the back Wagner-Nelson (BWN) convolution method (top) and the superposition (S) methodology (bottom) for the linear two-step IVIVCs after time scaling obtained for the data simulated assuming a linear relationship between the in vitro dissolution rate and the in vivo dissolution rate. WN: Wagner-Nelson, PA: Point-area and CF: Curve fitting, L: Levy plot.
Fig. 10. Comparison of the experimental plasma profiles with the predicted ones by the back Wagner-Nelson (BWN) convolution method (top) and the superposition (S) methodology (bottom) for the polynomial two-step IVIVCs without time scaling obtained for the data simulated assuming a linear relationship between the in vitro dissolution rate and the in vivo dissolution rate. WN: Wagner-Nelson, PA: Point-area and CF: Curve fitting, NL: No Levy plot.

Table 2
Prediction errors of Cmax and AUC values for all the IVIVCs obtained for the simulated data assuming that in vivo dissolution rates have a linear relationship with the in vitro dissolution rates.

<table>
<thead>
<tr>
<th>Polynomial IVIVCs without time scaling</th>
<th>Linear IVIVCs without time scaling</th>
<th>Polynomial IVIVCs without time scaling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Back Wagner-Nelson</td>
<td>Superposition method</td>
<td>Polynomial IVIVCs without time scaling</td>
</tr>
<tr>
<td>AUC 0→∞ Cmax</td>
<td>AUC 0→∞ Cmax</td>
<td>AUC 0→∞ Cmax</td>
</tr>
<tr>
<td>1 11.72 17.17</td>
<td>2 11.08 16.28</td>
<td>3 11.16 17.14</td>
</tr>
<tr>
<td>11.80 17.31</td>
<td>11.10 16.51</td>
<td>11.13 17.73</td>
</tr>
<tr>
<td>6.88 11.45</td>
<td>6.32 10.38</td>
<td>6.40 11.03</td>
</tr>
<tr>
<td>16.33 22.03</td>
<td>15.61 21.18</td>
<td>15.63 22.45</td>
</tr>
<tr>
<td>10.71 15.38</td>
<td>9.49 13.55</td>
<td>8.65 13.16</td>
</tr>
<tr>
<td>NO VALID</td>
<td>NO VALID</td>
<td>NO VALID</td>
</tr>
<tr>
<td>Linear IVIVCs with time scaling</td>
<td>Superposition method</td>
<td>Polynomial IVIVCs without time scaling</td>
</tr>
<tr>
<td>AUC 0→∞ Cmax</td>
<td>AUC 0→∞ Cmax</td>
<td>AUC 0→∞ Cmax</td>
</tr>
<tr>
<td>1 4.46 0.70</td>
<td>2 5.25 3.32</td>
<td>3 5.32 3.73</td>
</tr>
<tr>
<td>1.78 3.90</td>
<td>2.66 6.44</td>
<td>2.68 6.79</td>
</tr>
<tr>
<td>2.82 13.96</td>
<td>0.18 8.27</td>
<td>0.17 2.02</td>
</tr>
<tr>
<td>8.33 2.93</td>
<td>8.73 0.20</td>
<td>8.23 1.19</td>
</tr>
<tr>
<td>5.90 0.03</td>
<td>6.82 2.68</td>
<td>7.01 3.05</td>
</tr>
<tr>
<td>0.78 10.80</td>
<td>3.05 5.35</td>
<td>2.24 0.21</td>
</tr>
<tr>
<td>VALID</td>
<td>VALID</td>
<td>VALID</td>
</tr>
<tr>
<td>Polynomial IVIVCs without time scaling</td>
<td>Superposition method</td>
<td>Polynomial IVIVCs without time scaling</td>
</tr>
<tr>
<td>AUC 0→∞ Cmax</td>
<td>AUC 0→∞ Cmax</td>
<td>AUC 0→∞ Cmax</td>
</tr>
<tr>
<td>1 5.08 8.36</td>
<td>2 5.23 4.43</td>
<td>3 5.16 1.56</td>
</tr>
<tr>
<td>1.49 4.67</td>
<td>1.71 4.63</td>
<td>1.68 2.32</td>
</tr>
<tr>
<td>4.63 8.42</td>
<td>4.73 4.70</td>
<td>4.65 1.94</td>
</tr>
<tr>
<td>1.46 4.87</td>
<td>2.07 1.30</td>
<td>2.86 0.76</td>
</tr>
<tr>
<td>2.50 0.84</td>
<td>2.27 3.30</td>
<td>2.30 6.43</td>
</tr>
<tr>
<td>1.04 4.97</td>
<td>1.59 1.62</td>
<td>2.37 0.33</td>
</tr>
<tr>
<td>VALID</td>
<td>VALID</td>
<td>VALID</td>
</tr>
</tbody>
</table>
a linear correlation is developed after time scaling. This is what might be expected, as increasing the complexity of a mathematical model, increases by force its $r^2$ [32]. So for evaluating the goodness of a correlation the value of the coefficient of determination cannot be the only thing to look, an internal validation is needed.

In the case of the simulated data with a non-linear relationship between dissolution rates only a linear IVIVC after time scaling was obtained after the deconvolution by the curve fitting method (Fig. 7), this correlation has a $r^2$ of 0.935, but, as in the other case, an internal validation is needed to evaluate its predictability.

As two-step IVIVCs relate dissolved fractions with absorbed fractions, for internal validation, predicted absorbed fractions must be convoluted to plasma profiles. Figs. 8, 9 and 10 show the comparison of the experimental and the predicted plasma profiles after convolution by back Wagner-Nelson method and superposition method for all the IVIVCs obtained for the simulated data with a linear relationship between dissolution rates. In general, all the predictions are quite similar, although the worst profiles seem to be those obtained from the linear IVIVC without time scaling (Fig. 8). This fact is confirmed when prediction error percentages are calculated (Table 2) as for the linear IVIVCs without time scaling, they are higher than the pre-established limits and the correlations are not valid. In the case of the linear IVIVCs with time scaling and the polynomial IVIVCs without time scaling, they are valid and biopredictive as all the PE% are below the limits (the mean prediction error for each parameter is lower than 10% and the prediction error for each formulation and each parameter is below 15%).

From the above, it can be extracted that two different approaches can be used for obtaining a valid IVIVC when the direct linear IVIVC without time scaling is not valid. In vitro dissolution profiles can be scaled on terms of time or the complexity of the correlation can be increased by adding parameters without time scaling the dissolution profiles. Furthermore, it has been seen that, for the simulated data with a linear relationship between dissolution rates, valid and biopredictive correlations have been obtained using all the deconvolution and convolution methods and all of them have similar PE%, so, this means that any combination of methods could be used for obtaining a two-step IVIVC when the relationship between in vitro dissolution rate and the in vivo dissolution rates have a non-linear relationship with the in vitro dissolution rates.
5. Conclusion

Twelve valid and bio predictive two-step level A IVIVCs, whose percentages of prediction error are lower than the pre-established limits, have been developed for in vitro and in vivo simulated data with a linear relationship between their dissolution rates.

Results highlight the importance of time scaling to obtain valid and biopredictive correlations that can be used as substitutes of human bioequivalence studies; as, if it is not done, the complexity of the correlation must be increased.

There is not a combination of deconvolution and convolution methods that could be named as the best one, if in the valid two-step correlations all the prediction errors for any combination are within the limits.

It was not possible to obtain a valid and bi predictive two-step level A IVIVC when the in vitro and in vivo simulated data had a non-linear relationship between their dissolution rates, but the one-step approach was able to overcome this fact and it was able to give valid IVIVCs regardless of whether the relationship between dissolution rates is linear or non-linear.

To sum up, results agree to what is generally expected and described from these approaches but have the major relevance of identifying the probable reasons and possible solutions for increasing the chances of obtaining valid IVIVC. Regarding future expectations, it is important to note that in order to get strong conclusions work should continue on comparing deconvolution and convolution methods with other simulated data, but also with experimental data to see if always the same results are achieved.
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