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Controlled Release Systems impact the health and well being of tens of millions of people every year. And yet, it is a relatively new field built both on solid fundamentals of chemistry and mass transport, as well as new discoveries in materials science and biology. It is also an interdisciplinary field and involves the convergence of a broad range of engineering, scientific, and medical disciplines. Ron Siegel, Juergen Siepmann, and Mike Rathbone have put together a book that explains and discusses the fundamentals of this field.

*Fundamentals and Applications of Controlled Release Drug Delivery* examines various aspects of fundamentals of drug delivery from why and when controlled release is needed to the different mechanisms and processes involved, including aspects of mathematically modeling these systems. This work also covers biodegradable polymers, hydrogels, hydrophobic polymers, and other materials of significance. A significant portion of this volume is devoted to delivering drugs over both the right time period and to the right place in the body. Mechanisms of release for achieving appropriately timed drug release such as diffusion, swelling, osmosis, and polymer degradation are discussed. For accomplishing targeting to the right place in the body, approaches such as nanosystems, liposomes, and receptor targeted release are examined. Finally, various selected applications of drug delivery are evaluated. These include cancer, heart disease, vaccines, and tissue repair. The need for sophisticated drug delivery systems which take into account circadian and other physiological rhythms is also explored.

As the twenty-first century emerges, there is little question that drug delivery will play a major role in health care. This book will clearly help those who want to design and utilize these important systems.

Cambridge, MA, USA

Robert Langer, Sc.D.
Preface

This volume provides an overview of fundamental principles relating to the science and technology of drug delivery. It approaches the subject from a mechanistic perspective using language that is understandable to those entering the field and who are not familiar with its common phrases or complex terms. It provides a simple encapsulation of concepts and then expands on them as the reader progresses through the book. Once the concepts are laid out, applications to various disease states are described in detail.

Drug delivery is an interdisciplinary field concerned with the proper administration of bioactive compounds to achieve a desired clinical response in humans or animals. Drug delivery is beneficial to billions of people (and animals) worldwide and is achieved by designing and developing technologies that modify the temporal and spatial drug release profile, resulting in enhanced product safety and improved patient convenience and compliance. Rational design of a drug delivery technology requires the convergence of many fields of science and engineering.

Technologies have been developed for delivery of bioactives via many routes of administration including the oral, topical (e.g., skin), transmucosal (nasal, buccal/sublingual, vaginal, ocular, and rectal), and inhalation routes. A broad range of bioactive compounds are incorporated into delivery technologies, from simple molecules to peptides and proteins, antibodies, vaccines, and gene-based drugs. A well-designed drug delivery technology offers the advantages of reduction in dose frequency, a more uniform effect of the drug over time, reduction of drug side effects, reduced unwanted fluctuations in circulating drug levels, and extension of the commercial value of a drug or formulation. Disadvantages of drug delivery systems include their high cost, and sometimes a decreased ability by the clinician or patient to adjust dosages.

The outcomes of recent efforts in the field of drug delivery are rapidly emerging, as is expansion of knowledge of the underlying science. Recent advances include the development of targeted delivery systems in which the drug is only active in a specific area of the body such as cancer tissues, microscopic novel long acting
formulations such as microparticles and nanoparticles in which the drug is released over a period of time in a controlled manner, liposomes, in situ forming implants, and drug polymer conjugates.

This book is divided into six parts. The first part covers the value of drug delivery, starting with a chapter written by Wilson on the advantages that drug delivery brings and why drug delivery is needed to treat a specific condition. Terms used in the drug delivery area are defined and controlled release resources are identified. An overview of mechanisms of drug delivery is then provided in a chapter by Siegel and Rathbone. The second part of the book covers polymeric delivery materials and includes a description of the synthesis, manufacture, and characterization of polymeric materials used to deliver drugs. Chapters emphasize the need for materials characterization and the need to fully characterize manufacturing processes to avoid process and product failures. Hydrophobic polymers are discussed by Jones et al., hydrogels are reviewed by Omidian and Park, and Burgess and Tsung co-author a chapter on biodegradable polymers. The third part of the book deals with temporal delivery systems and mechanisms. Siepmann et al. author two chapters on diffusion and swelling controlled systems. Schwendeman and Wischke provide a summary of degradable polymeric carrier systems, and Siegel presents an overview of porous systems. In the fourth part concerning spatial delivery systems and mechanisms, Minko provides a chapter on receptor targeted release. Torchilin reviews liposomes for targeted drug delivery, and Fattal discusses targeted delivery using biodegradable polymeric nanoparticles. The fifth part deals with present and potential future clinical applications of controlled drug delivery. This part begins with an extensive review of chronotherapeutics and drug delivery by Smolensky et al., which is followed by chapters on approaches to treatment of cardiovascular disease (Fishbein et al.), cancer (Bardhwaj and Ravi Kumar), and infectious disease (Senel). A final chapter in the fifth part covers controlled release in tissue engineering (Suggs). The sixth, final part is a future outlook consisting of a chapter written by Dr. Stephen Perrett surveying the present and future regulatory and commercial landscape for advanced drug delivery systems.

The Editors are indebted to the willingness and expertise of the authoritative contributors who have donated their valuable time to write chapters for this volume. Without them this book would not have become a reality.
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Part I
The Value of Drug Delivery
Chapter 1
The Need for Drugs and Drug Delivery Systems

Clive G. Wilson

Abstract  Disease processes and ageing require therapeutic intervention to ameliorate or eliminate, when possible, the effects of pathologies on everyday living. Ageing is associated with a gradual degeneration and subsequent alteration of the balance of the body’s control systems. Drugs are useful therapeutic agents that interact with cellular targets to produce an effect that amplifies or more usually blocks cellular processes selectively, provided that dose and access are sufficient. This redresses the balance in ageing and pathology to increase patient comfort. The relationship between presentation of the drug and effect can be defined mathematically and is used to calculate the target window for administration; however, both pathological processes and ageing can alter exposure as changes occur in structure and function of the body, leading to decreased control of drug effectiveness.

1.1 Introduction

Although health and well-being are best managed by appropriate diet and lifestyle, human beings undergo a continuous progression toward old age, beset by infection and incapacity. Disease is the general description of a health condition not caused by the direct result of a physical injury and there are many approaches to categorization of disease, as illustrated in Table 1.1. Diseases vary in severity, impact, and individual susceptibility, and can be traced to a mixture of circumstance, exposure, age, and predisposing factors. Disease processes have consequences or sequela – pathological processes or complications resulting from an adaptive change as the body attempts to repair the damage caused by the disease process. For example, a wound scars and there may be subsequent limitation in function, i.e., both structural
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and functional manifestations. Pathologies are generally identified by a characteristic set of symptoms, which may together be described as a *syndrome*: the sum of the signs of a morbid state whose characteristics were well-described initially but whose underlying causality was not appreciated. Examples include Cushing’s syndrome, Down’s syndrome, and Alzheimer’s disease.

The important characteristics of a disease are that functionality is disturbed and that it may be associated with pain, deprivation of sleep, mood changes, and loss of appetite which are distressing to the individual and to the caregiver.

Appropriate treatment of the body’s disorders by medicine and surgery is one of the cornerstones of an advanced civilization. Achievement of valuable, high-quality life experience is dependent on health and unfortunately, the human machine has a limited span before disease and irreversible ageing processes limit function.
A major goal of medical and drug therapy is to slow down, and sometimes reverse the effects of infection, inflammation, injury, and overindulgence, and to counter genetic predisposition to certain illnesses.

### 1.2 Why We Need Drugs

Drugs are needed to correct imbalances caused by genetic predispositions, ageing, injury, and foreign invasion. They are sometimes needed as replacements, such as in hormone therapy. Sometimes, drug therapy is directed to counter the growth and development of injurious populations of cells by direct antagonism of their metabolism. In such a system, the specificity of the toxic assault is very important. More commonly, we use drugs to subtly adjust the changes that occur due to inadequate endogenous compensation to physiological challenges. As an example, ageing involves the loss of function and most drug therapy is accessed by ageing individuals in order to counteract the effects associated with old age, as summarized in Table 1.2. The inability to deal with these diseases produces frustration, a decrease in the quality of life, pain, and depression.

The power of drugs was appreciated by the ancients and was associated with religion and superstition. Systematic study of anatomy and physiology and reevaluation of old remedies drove mankind toward a systematized approach to research and the birth of allopathic medicine, wherein the actions of compounds on tissue receptors could be studied, transmitters and humoral agents could be identified, and the dose–activity relationship could be quantified. Thus, the actions of drugs discovered in the past, especially the plant-based medicines including salicylin, digitalis, atropine, ergotamine, and opium, became better understood. Successful treatment of illnesses with drugs was largely based on better purification and analytical methods, robust hypotheses, and physiological and biochemical measurements. At the turn of the nineteenth century, the age of chemistry led to the synthesis of active small molecules, such as acetylsalicylic acid and acetamidophen, the first concepts of targeting, Ehrlich’s “magic bullet,” and the discovery of biopharmaceuticals beginning with molecules, such as penicillin. Modern drug discovery and development now draw from the astounding advances in the physical, chemical, and biological sciences that have occurred in the past century and parallel innovations in engineering and manufacturing.

### 1.3 Drug Substances

A compound is classified as a drug if it has a reproducible effect on the body which can be observed and, better still, measured. This is achieved by ligand binding of the molecule to a receptor. However, not all ligands are useful drugs. This is partly
because of hindered ability to access and sustain sufficient concentration at the intended site of action, poor discrimination of subtypes, or issues of stability. Drugs cause their effects generally by mimicking natural transmitters or more commonly by blocking receptors. Since drugs are usually released into the circulation, their actions are analogous to hormones, whose action is distal to the point of release. Drugs with high specificity act at low concentration on a particular receptor subtype, whereas global pharmacons act on a variety of receptor types simultaneously. To understand the implications of this, the process of physiological balance or homeostasis must be considered.
1.4 The Importance of Accelerators and Brakes in Homeostasis

The human system attempts to produce a consistent homeostasis, with tissue activities held in balance by the influence of opposing drives. Standing, walking, and digestion all involve sequences of different muscles operating in a programmed order. Thus, each organ system has an effector and antagonist component. In the case of muscles which must contract to exert an action, the opposing muscle relaxes/contracts while the effector contacts/relaxes, adjusting the movement of a joint or caliber of a sphincter to a target configuration. If both muscle sets contract appropriately but to different degrees, tension is generated and the position of a limb can be controlled. In addition, the extent of muscle movement is “sensed” to control action and prevent spasm – this represents a feedback mechanism. For this, the body needs separate motor nerve supplies and afferent and efferent sensory nerve fibers. In addition, the system provides an overall adjustment of tone, generally produced by secretion of hormones, such as adrenaline. In this way, the body is ready, like an idling engine, to react quickly to a stimulus.

Thus, adrenaline acts on the sympathetic system to increase a parameter, such as heart rate, and thus blood flow while parasympathetic, cholinergically mediated stimuli slow the heart down. The two arms of the autonomic nervous system can each be controlled by pharmacologic stimulation or repression, leading to alterations in cardiovascular function. For example, to reduce the actions of adrenaline, it can be either blocked, e.g., using a beta blocker, or opposed by a parasympathetic agonist, mimicking and supplementing natural opposition (Fig. 1.1).

In this way, therapy is able to alter the balance by addition to one side, i.e., agonism, or antagonism of the opposing system. The second reason for therapy is the reduction of inflammation associated with aggressive remodeling of tissues caused

![Fig. 1.1](image.png)

**Fig. 1.1** The opposition of adrenergic and cholinergic drive. The adrenergic system can be antagonized by blockade (middle panel) or cholinergic drive increased with an agonist.
by the immune cascade. This is also an element of the third rationale for using drugs, the supplementation of the body’s natural response to infection or uncontrolled growth of tissues, as in cancer. Finally, the body may fail to produce or absorb sufficient quantities of hormones, vitamins, or nutrients, requiring supplementation.

1.5 Access

With few exceptions, all internal and external surfaces of the body are covered by an epithelial layer. Epithelial layers differ in morphology: on an outside surface which is subject to abrasion, such as skin, cells are set into a multilayered, striated, squamous epithelium and may be keratinized, whereas internal tissue-covering membranes and absorptive membranes, such as intestinal villi, are thinner, columnar epithelial layer systems. Permeability is governed both by physicochemical factors, according to Fick’s Law (Chap. 6), and by physiological factors, as illustrated in Fig. 1.2. Flux through transport systems is sensitive to affinity, contact time, area, and substrate concentration.

Most drug absorption is mediated by passive diffusion through external surfaces and by a combination of passive, facilitated, and active transport (sometimes, against a concentration gradient) internally. Passive diffusion is a function of the drug’s mobility and solubility in the membrane, and is influenced by the drug’s polarity, ionization state, and size. These factors can be accounted for physicochemical mechanisms and may be predicted in silico with relative certainty. Using both facilitated and active transporters, the body selectively extracts nutrients from the digestive tract contents or from assimilated materials in the systemic circulation, and attempts to reject the uptake of toxic substances. The most familiar transporters are those for polar key nutrients, including glucose, essential amino acids, and
nucleotides. Of special importance for drug delivery, however, are efflux systems that expel materials through transporters located on the apical membranes of transporting epithelia.

Transferring epithelial cell layers are anatomically polarized with differential expression of apical and basolateral transporter systems as illustrated in Fig. 1.3. For the gut, it was appreciated early on that oligopeptide transporters, including human intestinal peptide transporter 1 (hPEPT1), have wide substrate specificities and can transport a chemically diverse selection of substrates, provided that the key motifs are conserved. The efflux proteins, which attenuate drug flux across epithelial membranes, contain ATP-binding regions which are critical to their transport activity. Active transport results from binding of ATP and the substrate to the transporter, followed by hydrolysis of bound ATP to ADP with accompanying translocation of substrate across the membrane, and then release of ADP to regenerate the transporter’s native state [1].

Once access to the systemic circulation is achieved, the physiological factors impinging on target tissue concentration are principally total body volume of distribution, since the drug concentration is diluted and taken up by other tissues, protein binding, clearance by metabolism, renal and biliary secretion, and persistence of the vehicle or drug in the circulation. Around the target site, other tissues compete for ligand binding as illustrated in Fig. 1.4. Therefore, a key parameter is the vascularity of the target.
1.6 **Blood Flow**

Tissues can be divided into three groups with respect to blood flow. The heart, brain, and lung are well-perfused, as are the liver and kidneys. Skeletal muscle is less well-perfused and skin and adipose tissue have poor perfusion. Microcirculation is affected by blood pressure, and in the elderly it has been suggested that tissue perfusion is adversely affected by too low diastolic pressure [2].

Blood supply to the tissue affects the time over which drug equilibrium is established in a tissue, as illustrated in Fig. 1.5, which illustrates the case for a single dose. In well-perfused tissues, concentration in tissue roughly follows that in plasma, with a relatively brief delay, while in poorly perfused tissues the peak in concentration is attenuated but drug may remain in tissue much longer than in plasma.

1.7 **Potency, Affinity, and Efficacy**

In tissue preparations with pure drugs applied in buffer or saline, clearance mechanisms do not influence outcome and the response of a tissue to local drug concentration shows a curve similar to that portrayed in Fig. 1.6a. This curve shows three zones as concentration increases: first, nonspecific binding producing no response, followed by a graded response according to concentration, and finally saturation.

---

**Fig. 1.5** The relationship between central systemic (solid curve) and tissue (dashed curve) concentrations in (a) well- and (b) poorly perfused tissue.
The curve in Fig. 1.6a is not so convenient for comparing molecular target affinity between drugs as these concentrations may span several decades in concentration. Response is, therefore, plotted against the log_{10} molar concentration of drug as shown in Fig. 1.6b. The sigmoidal log-dose/response relationship is very familiar in pharmacology.

Potency of a drug is described in common parlance as the amount of drug needed to produce an effect of given intensity. Potency is a reflection of affinity, i.e., the concentration of drug needed to bind to a receptor, and efficacy, the relationship between binding and drug effect. Potency of a drug is usually expressed as EC50, the concentration required to produce 50% of the maximum response. The dose required to elicit a measurable effect varies substantially. For example, in pain control, a small dose of an opiate produces a large effect. Acetaminophen or ibuprofen at equivalent doses would be almost without measurable effect, and in any case they do not act on the same receptors. In clinical practice, potency varies considerably, depending on receptor distribution and the modes and sites of delivery and elimination processes.

1.8 Specificity

To achieve high levels of control of an integrated process, the body needs many transmitters, each directed against particular tissue subtargets. Thus, the gut uses many different chemical transmitters and nerve networks to control motility, including dopaminergic, adrenergic, gabaminergic, and parasympathetic neurons. In other tissues, exemplified by the heart, the sympathetic and vagal (parasympathetic) supply opposes each other. The vagus nerve is important in many sensory physiological functions communicating the state of organs to the brain, and it affects central, respiratory, gastric, inflammatory, and central nervous system functions. Sympathetic nerves activate the key physiological functions involved in mental or physical stress, whereas the parasympathetic system lowers activity,
operates during periods of quiet physical activity, supports muscle activity during digestion, and is involved in anabolic metabolism (conservation of energy).

An example of this accelerator/brake balance is seen classically in cardiac tissue. Stimulation of the heart by the sympathetic system increases heart rate and contraction force, whereas stimulation of the vagus slows the heart down and decreases atrial contraction force. Action is mediated by neurotransmitters between the motor neuron and muscle. These compounds are quickly broken down or reabsorbed after action to allow the tissue to prepare for restimulation. If one pathway shuts down or is amplified, then there may be a gradual change in physiological function in the region of focal impairment. This provides a chance for an imbalance to gradually manifest itself leading to illness. Some drugs mimic the action of transmitters and are able to cause full or partial agonist action, as shown in Fig. 1.7. Other drugs, e.g., hormones, act on control systems and their action is more subtle and prolonged as compensatory processes need to be readjusted.

Another important feature is the range of actions that a drug may have, according to the distribution of receptors in the tissues. The local environment causes modifications in receptor subtypes allowing specificity. Pure specificity is rare in that once the dose is raised other receptor subtypes come into play, although a full effect may not be seen if the drug is not a complete agonist (see Fig. 1.7). For example, increasing the dose of a bronchodilator $\beta_2$-agonist produces increased heart rate and tremor as $\beta_1$-adrenoreceptors are partially stimulated. Partial agonists are widely used in medicine, and they can be regarded as having both antagonistic and agonist effects. Thus, they stimulate to give a submaximal response but compete when a full agonist is present and decrease the action. The beta blockers acebutalol, oxprenolol, and pindolol, are said to have an intrinsic sympathomimetic effect because they are partial agonists.

Physically targeted systems are important in maximizing the local concentration, which is one of the principal benefits of close arterial injection. This reduces bystander effects or collateral damage to nontarget tissues.
1.9 The Relationship Between Presentation and Effect

The pharmacodynamic profile reflects the sum of the affinity, absorption, and excretion processes, as well as blood flow to the target site. A certain amount of nonspecific binding occurs which does not elicit a response, and therefore the effect profile lags behind tissue accumulation which in turn may be time shifted relative to the peak plasma concentration time profile. Such time shifted relationships are illustrated in Fig. 1.8. If the tissue is well-perfused, for example the brain, the effect is not noticeable, but for poorly perfused tissues, such as bone and adipose tissue, peak concentrations build slowly, according to the dosing interval. The relationship between derived pharmacokinetic parameters, such as Tmax and Cmax, and effect is more difficult to describe in these tissues.

1.10 Drug Absorption: The Balance Between Solubility and Permeability

To be effective, a drug must reach the target site of action in sufficient quantity. Thus, the compound must dissolve, be absorbed through the gut, and possess sufficient metabolic stability to generate adequate drug concentrations at the pharmacologically relevant site so that the desired action is obtained in a reproducible manner.

Drug absorption is influenced by three main groups of factors broadly classified into physicochemical and physiological parameters, with additional influences of diet, race, and genetic influences. Physicochemical processes dominate the first part of this scheme (disintegration and dissolution), and therefore in vitro simulations of the solubilization process have validity, at least for gastrointestinal (GI) delivery. Table 1.3 illustrates some common terms encountered in the description of drugs.

![Fig. 1.8 The relationship between plasma and tissue concentrations and the response profile](image-url)
Solubility. The increase in molecular size of modern drugs starts to limit aqueous solubility, and the average solubility of current drugs on the market is around 3 mM. Thus, solubility is a limiting variable, and solubility issues are addressed by various means, including selection of an amorphous form where appropriate, reduction in particle size, and the use of cosolvents. Some tissues present different environments. For example, the GI tract shows a marked gradient in pH among stomach, intestine, and colon, and there are variations even within the stomach [3, 4]. Thus, solubility of drug may change as it passes through various stages of the GI tract, which may impinge on bioavailability.

Permeability. The other term relating to biological properties is permeability. Experts argue about the use of this term and some prefer to describe the net process as absorption. When permeability problems are encountered, a mechanism to increase flux by alteration of membrane/microenvironment conditions or even a simple increase in concentration gradient might achieve the goal.

Table 1.3 Drug and formulation attributes

<table>
<thead>
<tr>
<th>DRUG ATTRIBUTES &amp; CONSEQUENCES</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ACTIVE PRINCIPLE</strong></td>
</tr>
<tr>
<td><strong>INGREDIENT</strong></td>
</tr>
<tr>
<td><strong>PARTICLE SIZE</strong> (of API)</td>
</tr>
<tr>
<td><strong>DOSE</strong></td>
</tr>
<tr>
<td><strong>HIGHLY SOLUBLE</strong></td>
</tr>
<tr>
<td><strong>EXCIPIENTS</strong></td>
</tr>
<tr>
<td><strong>DISSOLUTION RATE</strong></td>
</tr>
<tr>
<td><strong>DISSOLUTION PROFILE</strong></td>
</tr>
<tr>
<td><strong>HIGHLY VARIABLE DRUGS</strong></td>
</tr>
</tbody>
</table>
1.11  A Place for Formulation

Oral drug formulations remain the mainstay of therapy, being cheapest for the manufacturer to produce, simplest to dispense, and most convenient for the patient. Drug in a solid form provides good stability over the intended lifetime of the product, and many innovations have appeared to overcome the shortcomings of the active compound.

Although modern drugs are proving to be harder to bring to market due to poor bioavailability problems, early drug treatments were hit or miss affairs. A few plant-derived toxins were well known to the Greeks and the Romans but as the intended outcome was death, titration might have been unnecessary! It was important that the poison was disguised and no doubt Lucretia Borgia was an exemplary teacher of taste masking. The drugs known to the ancients were galenicals: simple pharmaceutical preparations originally produced by extraction of the sought-for active from plant material. The pharmaceutical tablet was derived from compressing medicinal agents with a suitable liquid adhesive into pills: Burroughs and Wellcome coined the term “tablet” to describe their invention of a compressed pill in 1878. Remington described the process of making tablets at the pharmacy shop using an upper and lower die and a compression cylinder. The material was placed into the cylinder with the lower die in place and the upper die struck with a mallet.

The age of synthetic and analytical chemistry brought into control the proportion of active pharmaceutical ingredient in a formulation. The need to deliver a set amount of a therapeutic agent brought with it new concepts in pharmaceutical sciences, embodied in pharmacopeia, including identity, purity, product robustness, and control of drug release. The extension into extended release was enthusiastically embraced as a method of sustaining drug concentrations and improving patient compliance. Furthermore, physicians became aware of another key improvement due to extended release: reducing peaks and troughs associated with treatment with immediate release dosage forms, as illustrated in Fig. 1.9.

Fig. 1.9  How peaks and troughs move in and out of the therapeutic window? Tissue concentrations (dotted line) may, however, be more smoothed, depending on tissue perfusion.
1.12 The Concept of the Therapeutic Window

In Fig. 1.9, attention is drawn to the fact that at high concentrations of the drug there is a problem with unwanted effects being triggered by binding to low affinity receptors. This gives rise to the concept of the therapeutic window: a minimum concentration is required to produce a wanted effect but as levels are elevated, a toxic threshold is crossed. Sometimes, this concept is expressed as a ratio of toxic level to minimum effective concentration, the therapeutic index.

When a drug is administered and is absorbed into the systemic circulation, it is diluted into the fluids in the compartments available to it, is bound to plasma protein, and starts to associate with body tissues. On repeated dosing, concentrations rise and fall according to the dose size, volume of distribution, clearance, and dosing interval. This is illustrated in Fig. 1.10. The sawtooth pattern associated with the immediate-release dosage form can be compared to the I.V. dose and the controlled-release dosage form. Thus, controlled-release systems have both advantages of patient compliance, namely, fewer doses and less fluctuation in plasma concentration.

1.13 How Old Age and Disease Interfere with Drug Exposure

In general, we attempt to treat the sick and rarely intervene preventatively in the healthy. The consequence of illness is that the safety and exposure of medicines may be altered. For example, gastroenterologists report a higher probability of slowed gastrointestinal transit in the hospitalized patient, in addition to malabsorption. Fat malabsorption is of special interest, since most drugs are lipophiles.
Milovic and Stein recently reviewed gastrointestinal disease and dosage form performance and identified functional changes in the lumenal and mucosal phases of digestion and transport defects, which would be expected to alter fat handling and thus present an altered milieu for drug absorption. Drug flux is also reduced by diseases involving structural modification. For example, Crohn’s disease is associated with bleeding, atrophy, and necrosis of the absorptive epithelia of the intestinal tract leading to decreased absorption and changes in gastrointestinal function [5].

The impact of failure of vascular systems on gut absorption is seen in the frail elderly, where malnutrition resulting from cardiovascular disease ( cachexia associated with chronic congestive heart failure) is common, although the ageing process per se does not appear to be associated directly with malnutrition.

Old age often results in decrease in colonic motility and aggressive self-treatment with laxatives, which could markedly interfere with the effectiveness of controlled-release dosage forms. Thus, the influence of agents or conditions that modify motility must always be considered in the selection of the most appropriate oral dosage form (Table 1.4).

### Table 1.4 Physiological changes associated with ageing which impact on treatment

<table>
<thead>
<tr>
<th><strong>DISEASE &amp; TREATMENT FACTORS</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ALTERED ACCESS</strong></td>
</tr>
<tr>
<td><em>Altered blood flow</em>, for example following remodelling of vessels which occurs in some cancers.</td>
</tr>
<tr>
<td><em>Mucosal accessibility</em>, for example in cystic fibrosis. A thicker layer of more viscous mucus is secreted.</td>
</tr>
<tr>
<td><strong>PERMEABILITY</strong></td>
</tr>
<tr>
<td><em>Iatrogenic development of increased intestinal permeability</em>, for example following long term treatment with NSAIDS.</td>
</tr>
<tr>
<td><em>Changes in intestinal tissue fluid</em> (edema associated with disease) lead to decreased permeability and alteration in mucosal micro-climate* (secretion of lactic acid into the lumen due to intestinal oedema)</td>
</tr>
<tr>
<td><strong>ALTERED SOLUBILITY</strong></td>
</tr>
<tr>
<td><em>Decreased secretion of gastric acid</em> described clinically as hypochlorhydria, leading to decreased solubility of basic drugs.</td>
</tr>
<tr>
<td><strong>ALTERED TRANSIT</strong></td>
</tr>
<tr>
<td><em>Changes in intestinal transit</em> associated with drugs or altered neuromuscular connections. Slowed transit associated with coma, ageing, constipation,</td>
</tr>
<tr>
<td><strong>ALTERED METABOLISM AND CLEARANCE</strong></td>
</tr>
<tr>
<td><em>Iatrogenic induction of hepatic metabolism</em> transporter effects of uremic toxins on Class III drugs.</td>
</tr>
<tr>
<td><strong>ALTERED BODY MASS</strong></td>
</tr>
<tr>
<td><em>General poor nutrition</em> leading to changes in distribution and Cmax in uncorrected therapy; obesity and or edema leading to altered Volumes of distribution*</td>
</tr>
</tbody>
</table>
1.14 Conclusions

In this chapter, we review some fundamental principles of drug therapy from an organismic systems point of view. The concept of homeostasis is introduced, as is the notion of drugs as agonists or antagonists used to reestablish desired body states that are perturbed as a result of disease, injury, and ageing. Control of a drug’s effect in space and time requires proper consideration of the rate that drug is introduced into plasma following administration using a chosen dosage form, the rates of distribution of drug into target and nontarget tissues, the latter sometimes being associated with toxic side effects, and the relationships between tissue concentrations and drug effects. Understanding of a drug’s physicochemical properties, such as its solubility, permeability through membranes, and its specific interactions with receptors and transporter systems, is required in order to determine its suitability for treatment of specific disorders and to choose a proper means for drug delivery.
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Abstract Controlled release systems have been developed to improve the temporal and spatial presentation of drug in the body, to protect drug from physiological degradation or elimination, to improve patient compliance, and to enhance quality control in manufacturing of drug products. When designing controlled-release systems, it is important to identify and understand particular mechanisms involved in the release process. Often, more than one mechanism is involved at a given time or different mechanisms may dominate at different stages of the drug delivery process. This chapter begins with several vignettes, each highlighting a mode of controlled drug delivery and identifying associated mechanisms. An introductory description of several of the mechanisms follows. Details regarding these mechanisms are provided in subsequent chapters.

2.1 Introduction

Controlled-release systems are designed to enhance drug therapy. There are several motivations for developing controlled-release systems, which may depend on the drug of interest. Controlled release systems have been devised to enable superior control of drug exposure over time, to assist drug in crossing physiological barriers, to shield drug from premature elimination, and to shepherd drug to the desired site of action while minimizing drug exposure elsewhere in the body. Controlled release systems
may also increase patient compliance by reducing frequency of administration, and may add commercial value to marketed drugs by extending patent protection. Finally, use of controlled release technology may reduce variability of performance of drug products. The latter aspect is increasingly important given the current emphasis on “quality by design” by regulatory agencies such as FDA.

The mechanisms used to achieve these goals are diverse and complex, and depend on the particular application. In fact, several mechanisms may operate simultaneously or at different stages of a delivery process. An understanding of these mechanisms is important when designing and manufacturing controlled-release systems, and in identifying potential failure modes. Delineation of mechanism is also important in intellectual property prosecution and quality assurance/quality control.

This chapter starts with a series of vignettes illustrating mechanisms and their interplay in particular controlled release systems. Essentials of individual mechanisms are then outlined. More elaborate descriptions are deferred to later chapters.

2.2 Vignettes

2.2.1 Zero Order Oral Delivery

Zero order, or constant rate release of drug is desirable in order to minimize swings in drug concentration in the blood. Such excursions, which may lead to periods of underexposure or overexposure, are particularly likely to occur for drugs that are rapidly absorbed and rapidly eliminated. Figure 2.1 illustrates the plasma concentration profile over time for such drugs when administered from rapid-release dosage forms. A rapid increase in concentration is followed by a rapid decrease, and little time is spent inside the so-called therapeutic range, which is bounded below by a minimum effective concentration (MEC) and above by a minimum toxic concentration (MTC) (see also Figs. 1.9 and 1.10). Frequent repetitive dosing is required to maintain concentration within these limits, and compliance and control are difficult.

Dosage forms that prolong release can maintain drug concentration within the therapeutic range for extended periods and minimize episodes of underexposure or toxicity. A well designed system displays a narrow, predictable residence time distribution in the gastrointestinal (GI) tract, and releases drug by a controlled mechanism. As shown in Fig. 2.1, zero order release leads, in principle, to the best control of plasma concentration. Such control leads to constant drug effect, provided the drug’s pharmacokinetic and pharmacodynamic properties, including absorption, distribution, metabolism, and excretion (ADME), and its pharmacodynamic properties relating plasma concentration to drug effect, are stationary. While this proviso is believed to apply to most drugs, there are notable exceptions, as detailed in Chap. 13.
Zero order oral drug release can be achieved, in principle, by surrounding a core tablet with a membrane that is permeable to both drug and water, as illustrated in Fig. 2.2a. After swallowing, the core becomes hydrated, and drug dissolves until it reaches its saturation concentration or solubility. The core serves as a saturated reservoir of drug. Drug release proceeds by partitioning from the reservoir into the membrane, followed by diffusion across the membrane into the gastrointestinal fluid. So long as saturation is maintained in the core, there will be a stationary concentration gradient across the membrane, and release will proceed at constant rate. Eventually, the dissolved drug’s concentration in the core falls below saturation, reducing the concentration gradient and hence the release rate, which decays to zero.

If the membrane consists of a water-soluble polymer of high molecular weight, then it will initially swell into a gel, through which drug diffuses. The thickness of the gel layer initially increases with time due to swelling, but ultimately it decreases due to disentanglement and dissolution of polymer chains. At intermediate times, the gel layer may be of approximately constant thickness, and release occurs at a relatively constant rate.

As an alternative to dissolution/partition/diffusion based devices, osmotic pumps have been developed to provide zero order release. An elementary osmotic pump, illustrated in Fig. 2.2b, is a tablet or capsule consisting of a core of drug surrounded by a membrane that is permeable to water but not to the drug. A small hole is drilled into the membrane. Upon ingestion, water is osmotically imbibed into the core through the semipermeable membrane, dissolving the drug. A constant osmotic pressure gradient is established between core and the external medium.
setting the stage for water influx, which displaces drug through the hole at a constant rate. Eventually, drug concentration falls below its solubility, and the rate of osmotic pumping decays.

The efficiency of osmotic devices can be improved by enriching the core with excipients such as water soluble polymers. For example, in push-pull osmotic systems, depicted in Fig. 2.2c, the drug formulation is layered between the watersoluble polymer and the exit orifice. As water crosses the semipermeable membrane, drug is dissolved. Meanwhile, swelling of the polymer excipient, which is also caused by osmosis, pushes drug through the orifice.

2.2.2 Oral Delivery Directed to the Gut and Colon

Numerous drugs are susceptible to hydrolysis in the acidic environment of the stomach. Enteric coatings, which are pH-sensitive polymers that are insoluble in acid but dissolve in the neutral or slightly alkaline environment of the gut,
are designed to protect drug as it passes through the stomach. If the molecular weight of the coating polymer is relatively low, then it will dissolve and drug will be released rapidly. If the molecular weight of the polymer is high enough, however, it will swell into a gel layer that controls drug release as above. Passage of the dosage form through the stomach to the small intestine affects the time required following ingestion to activate swelling and diffusion.

Certain drugs are more efficacious when released in the colon. The colon is rich in bacterial azoreductases, which cleave polymers with azoaromatic crosslinks. By encapsulating drug in such polymers, colon-specific drug delivery can be achieved. Further encapsulation by a rapidly dissolving enteric coating would permit colon-specific delivery of acid-labile drugs. The enteric coating is first stripped off upon entering the gut, but drug is released only when the internal polymer is degraded by the azoreductases in the colon.

2.2.3 Oral Delivery of Polypeptides

Polypeptides, including proteins, are extremely challenging to deliver orally. Problems include acid lability, susceptibility to peptidases and proteases in the stomach and gut, and limited absorption due to high molecular weight and charge. Most protein bioavailabilities, measured as fraction absorbed into the systemic circulation, hover around or below 1%. Reliable, efficient delivery of polypeptides, if possible, will have enormous payoffs.

Let us assume that acid lability can be handled by an enteric coating layer and that the polypeptide is incorporated into micro- or nanoparticles that are designed to adhere to the gut wall. The particles release their payload into the wall or are taken up by endocytosis into enterocytes. While encapsulated in the particles, the polypeptide molecules are protected from attack by enzymes. By these means, it is postulated that bioavailability will be improved.

2.2.4 Delivery of Drugs Through the Skin

Numerous drugs are problematic for oral delivery due to their low solubility and susceptibility to first pass metabolism in the liver. For such drugs, alternative ports of entry are of interest, and practically every available body surface and orifice has been considered. Since the skin is readily accessible and has a large surface area, transdermal drug delivery has been the subject of much research and product development.

The primary barrier layer of skin is the stratum corneum, a thin layer of dead squamous cells that are packed in a kind of brick and mortar configuration, as depicted in Fig. 2.3, with specialized lipids serving as the mortar. Lipophilic drugs can readily dissolve in this layer and diffuse through it at a rate that depends primarily on molecular size and lipophilicity. Very little drug enters the dead
cells, and the lipid pathways for diffusion are marked by numerous detours. After passing through the stratum corneum, drug encounters the more hydrophilic, viable epidermis and dermis, before being absorbed in capillaries perfusing the dermis. Drug that is absorbed through the skin is not susceptible to first pass metabolism by gut and liver, although some metabolism may occur in the skin itself.

While ointments and creams are usually used for topical delivery to the skin, patches have been developed for controlled systemic delivery. The simplest patch consists of an adhesive layer containing drug in the dissolved or in a finely divided solid form, and an impermeable backing layer, as illustrated in Fig. 2.4a. For such patches, delivery rate is controlled primarily by the permeability of the stratum corneum, which depends on the drug’s partition coefficient between the patch material and the stratum corneum, the drug’s diffusivity in the stratum corneum, and the thickness of the stratum corneum. Provided these parameters remain constant during application of the patch, and if drug activity in the patch remains constant by dissolution of solid drug into the adhesive, then zero order, constant rate delivery can be achieved.

The simple adhesive patch design is best for drugs with a large therapeutic range, since skin permeabilities may vary across patients and between sites of application in an individual patient. When more precise control of drug concentration in blood is desired, it is useful to insert a rate controlling membrane between the drug reservoir and the adhesive layer, as shown in Fig. 2.4b. The membrane’s permeability must be less than that of the skin in order to provide effective rate control.

Since the skin naturally functions as an environmental barrier, only a few drugs can penetrate it at an adequate rate by partitioning and diffusion. Generally, a drug molecule should be sufficiently lipophilic that it partitions into the stratum corneum, but sufficiently hydrophilic that it can also cross the viable layers. Its molecular weight should be low to ensure adequate mobility in the stratum corneum.

Fig. 2.3  Simplified representation of the mortar and brick configuration of the stratum corneum (s.c.) showing the paracellular pathways taken by lipophilic drugs around dead proteinaceous cells. The zig-zagging arrow is one possible path taken by a drug molecule through s.c.
Finally, the drug’s potency and pharmacokinetic properties should be such that delivery through the skin places drug concentration in plasma within the therapeutic range. While the rate of delivery can be increased by using larger patches, there are practical size limitations.

Because the skin is so accessible, much effort has been devoted to expanding the spectrum of transdermally deliverable drugs using more complex delivery systems. For example, the skin’s barrier function can be disrupted temporarily by applying chemical permeation enhancers, microneedles, ultrasound, heat, or short, high voltage bursts of electricity (electroporation). During or immediately following disruption, drug can be administered. Alternatively, drugs can be delivered by iontophoresis, in which a steady electrical current is applied through the skin, as illustrated in Fig. 2.4c. This process relies on aqueous channels in hair follicles and

---

**Fig. 2.4** Various transdermal patch designs (a) skin permeability control, (b) membrane control, (c) iontophoretic patch design for a cationic drug
sweat glands, or new channels formed by the current. Charged drug molecules are driven through these channels by a like-charged electrode while uncharged drug molecules are delivered through the channels by electroosmotic convection.

Ideas discussed in this vignette may apply to drug delivery across other well perfused epithelia, including the rectum, vagina, scrotum, cornea and sclera, and the buccal and nasal mucosae.

2.2.5 **Depot Delivery of Reproductive Hormones**

While the introduction of daily oral steroid contraceptives in the mid-twentieth century was a breakthrough with historic medical and social consequences, it is recognized that there is substantial room for improvement. Daily oral dosing can lead to incomplete compliance and effectiveness, so other routes have been studied. For example, a transdermal, patch-based contraceptive system that delivers its payload over 1 week has appeared on the market (ORTHO EVRA®), as has an insertable vaginal ring that releases drug over three weeks (NuvaRing®).

The Norplant® system was introduced in the 1980s to provide five years continuous release of levonorgestrel. Drug is incorporated into silicone capsules that are placed under the skin in a routine clinical procedure. Release is mediated by slow diffusion through the silicone matrix. Because the silicone capsules do not degrade, they must be retrieved after they are spent. An alternative biodegradable implant called Capronor was investigated but was not marketed.

Besides steroid hormones, analogs of luteinizing hormone-releasing hormone (LHRH) have been developed. LHRH is the master hormone that is secreted rhythmically in the hypothalamus, and activates numerous hormones on the reproductive axis. Both LHRH agonists and antagonists have been developed as contraceptives, and they also have been used to treat disorders, such as endometriosis, vaginal bleeding due to fibroids, precocious puberty, and prostate cancer. When these analogs are delivered continuously, they interfere with the rhythmic signaling by endogenous LHRH. Because they are extremely potent, they can be injected as a slow-release depot. In one system, Leupron Depot®, leuprolide acetate is formulated into biodegradable polymer microspheres, which degrade and release drug over three months. In this system, drug release is controlled by diffusion through a pore network whose structure evolves as the polymer degrades.

Osmotic pumping provides another potential approach to long-term contraceptive delivery. One example is a narrow metal cylinder containing two compartments that are separated by a movable piston, as shown in Fig. 2.5. The drug formulation is introduced into one compartment, which is capped on the end, except for a small exit orifice. The other compartment contains an osmotically active agent, and is capped by a membrane that is permeable to water but not to that agent. Osmotic water flow across the membrane displaces the piston, and drug is pushed out through the exit orifice. By proper selection of the semipermeable membrane, the pumping rate and hence duration of release can be precisely controlled.
Complementary to contraception is fertility therapy. Patients with lesions that suppress LHRH secretion can be treated with rhythmic intravenous injections of LHRH, delivered from an externally worn, programmed pump through a catheter. This mode is best for short term needs, such as induction of fertility, but it is less desirable when the need is long term, as in the treatment of arrested puberty. Since LHRH is exceptionally potent, each dose is very small, so the possibility of an implantable rhythmic dosing device is intriguing. Such devices may ameliorate the inconvenience associated with intravenous delivery. One approach under consideration is a controlled-release microchip, into which thousands of microwells are machined. Each well is filled with a single dose of LHRH and sealed by a thin gold membrane that is addressably connected to a current source. Under the control of a microprocessor, individual membranes are ruptured with a current pulse and their encapsulated doses are released. By proper programming, any sequence of release pulses can be programmed into the system.

**2.2.6 Regional Drug Delivery**

Thus far, we have discussed scenarios in which drug enters the systemic circulation after release. Drug then distributes according to its relative affinities to all tissues, and only a small fraction is present at or near the target site. Drug toxicity and side effects are often associated with accumulation in tissues not associated with the target. In regional (sometimes called local or topical) delivery, drug is administered directly to the target tissues. Under proper conditions, regional delivery should permit substantially reduced drug dosing to reach the desired effect, with reduced exposure of other tissues to the drug.

Regional delivery is potentially most effective when drug is not transferred substantially from the target tissue to the systemic circulation due to anatomic or physiological barriers, or when systemic drug is rapidly eliminated. Traditional examples include topical drugs, inhalation based asthma therapies, and chemotherapies directed by drug pumps to tumors. The release of chemotherapeutic agents from polymer disks implanted next to brain tumors provides another example, as does insulin delivery to the peritoneal cavity, which drains through the hepatic portal vein into the liver, a primary target for insulin.
In this vignette, we first consider local delivery to the eye, noting different strategies that must be applied to delivery into the aqueous humor and the retina. We then discuss drug-eluting stents, which provide local delivery of drugs to arteries following injury.

Anatomical features and routes for drug delivery to the eye are shown in Fig. 2.6. The eye cavity is a useful port of entry for antibiotics and drugs meant to treat disorders in tissues perfused by tears and aqueous humor. To reach the aqueous humor, which lies under the cornea and houses the lens and iris, drug must cross the cornea, which contains both lipophilic and hydrophilic layers. Conventional eye drops are notoriously inefficient, since much of the drop is lost by overflow and drainage into the nasolacrimal duct. To increase drug retention in the eye cavity and hence bioavailability, drug can be formulated in gels that spread over and adhere to the ocular surface. Alternatively, drug-soaked contact lenses have been considered for topical delivery. In addition to increasing bioavailability, these formulations may prolong the release process, reducing the required frequency of administration. An early drug delivery product was Ocusert®️, in which a saturated pilocarpine reservoir was placed between two membranes which could control release, by the partition/diffusion mechanism, of the drug for up to 1 week. This product was placed under the lower eyelid and released drug at constant rate into the tear fluid, with subsequent absorption through the cornea.

Drug administered into the eye cavity is generally not available to the retina. To reach the retina, drug can be delivered to the vitreous humor, which lies behind
the lens. The vitreous is a viscous gel that slowly circulates, providing convective transport of drug to the retinal surface. Several schemes have been investigated. The ocular sclera (white) provides a large surface area, and patches have been devised for transscleral delivery into the vitreous. A problem arises because the sclera is heavily perfused by choroidal blood vessels, which remove drug before it reaches the vitreous by diffusion. Alternatively, solid implants that slowly release the drug can be injected or placed surgically into the vitreous. Presentation of drug to the retina, then, depends both on the rate of release by diffusion and rate of convection to the retinal surface.

Drug eluting stents, discussed in Chap. 14, have recently been developed to prevent restenosis or reclosing of coronary arteries following angioplasty and stenting procedures in response to heart attacks. Restenosis is an inflammatory response to these procedures, and involves the growth of arterial smooth muscle cells over the stents. To arrest such growth, small amounts of anti-inflammatory and antiproliferative drugs are coated onto the stents and are released directly into the adjacent arterial tissue by dissolution, partitioning, and diffusion. Because the dose is so small and targeting is so precise, it is possible to prevent restenosis without releasing detectable amounts of drug into the systemic circulation and other tissues.

2.2.7 Nanoparticulate Targeting of Drugs to Specific Tissues

Besides improving systemic bioavailability and the temporal and regional patterns of drug release and absorption, controlled release systems have been developed to alter the residence time of circulating drug. In these systems, drug is incorporated in nanocarriers that have access to the whole systemic circulation, but are cleared less rapidly than free drug. The nanocarriers can be regarded as circulating drug depots. Nanocarriers may also have favorable distribution properties into target tissues and away from tissues associated with toxic side effects. Examples of nanocarriers include microemulsions, liposomes, dendrimers, block polymer micelles, solid lipid and polymer nanoparticles, and soluble polymers with drug attached on side chains by biodegradable linkages.

At the nano level, it is also possible to incorporate targeting ligands that permit particles to bind preferentially to specific cell types and promote the uptake and drug release into those cells. It has been suggested that cellular processes that rely on multivalent attachment, including particle uptake, can be modulated by drug/nanoparticle composites by suitable placement of multiple-targeting ligands on particle surfaces.

Design of nanoparticulate drug delivery systems must take into account normal physiological scavenging processes that remove small foreign objects from the blood. Special coatings, such as poly(ethylene oxide), are used for this purpose. Suitably coated nanoparticulates exhibit reduced opsonization and clearance by the reticuloendothelial system. Renal clearance is avoided when nanoparticulates are larger than glomerular pores. Hence, circulating half-lives of nanoparticulates and
their associated drugs are prolonged. Furthermore, coated nanoparticles and their associated drug are largely restricted to the vascular space, in contrast to free drug which may have much a larger volume of distribution. It should be noted, however, that if drug is released from the nanoparticle into systemic circulation, as opposed to a specific target site, it will possess the same pharmacokinetic properties as otherwise administered free drug.

It is believed that nanoparticulate delivery systems may be very useful in treating some cancers due to the enhanced permeation and retention (EPR) effect. Compared to normal tissues, tumors have leaky capillaries with large fenestrations in the capillary walls that permit the passage of nanoparticulates. Drug loaded into the nanoparticulates is, therefore, relatively more accessible to tumor tissues compared to tissues associated with toxic side effects.

2.3 Survey of Mechanisms

The previous vignettes highlighted several controlled-release mechanisms, including dissolution, partitioning, diffusion, osmosis, swelling, erosion, and targeting. Basic principles associated with these mechanisms are presented in this section.

2.3.1 Dissolution

Most drug molecules form crystals at room temperature. In fact, they may take on various crystal forms (polymorphs) or form crystal hydrates, depending on their processing conditions. In some cases drug particles can be processed into an amorphous, glassy form. These forms have differing thermodynamic stabilities, and interconversion between solid forms can occur during storage and after administration. Dissolution involves transfer of drug from its solid phase to the surrounding medium, which may be water, polymer, or tissue. The solubility of drug in a medium, $C_{S,\text{medium}}$, is defined as the concentration of drug in the medium at saturation, i.e., in equilibrium with the solid form. Higher concentrations of drug are thermodynamically unstable, and with time drug crystallizes out of solution until its concentration equals $C_{S,\text{medium}}$. Useful rules of thumb are that $C_{S,\text{medium}}$ decreases with increasing melting point of the drug and increases with increasing chemical compatibility of drug with the surrounding medium.

While solubility is a thermodynamic property of a drug and a medium, the dissolution rate is a kinetic property. Dissolution rate increases with solubility and decreases with drug particle size. As discussed below, dissolution rate is commonly controlled by diffusion.
2.3.2 Partitioning

During drug delivery, drug molecules often encounter an interface between two materials or phases. The partition coefficient is a measure of the relative affinity for drug between the two phases, and is roughly given by the ratio of drug solubilities in the two phases. At the interface, the partition coefficient prescribes the relative frequency that a molecule moves into one medium compared to the other.

As an example, recall that drugs of high lipid solubility are suitable for entry into the stratum corneum. However, if the drug is not sufficiently water soluble, i.e., its lipid/water partition coefficient is too high, it will not partition efficiently into the viable epidermis, and drug will be detained in the stratum corneum. Absorption into capillaries might then occur at an unacceptably low rate.

As a second example, block copolymer micelles are formulated with hydrophobic cores and hydrophilic coronas, hence they are soluble in blood. Hydrophobic drugs preferentially partition into the core, where they are retained for extended periods of time. Pharmacokinetic characteristics of such drugs, i.e., clearance and volume of distribution, reflect those of the micelles, leading to longer retention in the circulation and preferred distribution into tumors due to the EPR effect.

2.3.3 Diffusion

Diffusion is a very important component of many controlled-release systems, hence we devote considerable space in this chapter to it. More details about diffusion-controlled drug delivery systems are provided in Chaps. 6 and 9.

2.3.3.1 Molecular Basis

All molecules constantly undergo random collisions with other molecules. As a result, molecules execute thermal or Brownian motion. At any step, the direction of motion of a molecule is random, and it repeatedly changes due to collisions with other molecules. Over time, the displacement of the molecule from its point of origin is the result of a multitude of such random steps. Macroscopically, the independent random walks taken by large number of drug molecules lead them from regions of higher concentration to regions of lower concentration. Thus diffusion of a substance occurs down its concentration gradient.

The theory of random walks shows that the average (actually, root mean squared) distance that molecules travel by diffusion is proportional to the square root of time, i.e., average distance traveled \( \sim \sqrt{Dt} \), where \( D \) (cm\(^2\)/s) is the diffusion coefficient, or diffusivity, and \( t \) is time (s). The diffusion coefficient is a measure of the molecule’s mobility in the medium. Conversely, the typical time required to diffuse over a particular distance is proportional to the square of that distance and
inversely proportional to the diffusion coefficient. Thus, while diffusion is an efficient means of mass transport over short distances, its effectiveness decreases over longer distances.

Figure 2.7 illustrates and contrasts partitioning and diffusion. Two media are placed next to each other. Within each medium, symmetric arrows depict the magnitude of the diffusion coefficient, which characterizes the motion of the molecule exclusively inside that medium. A molecule moves in either direction with equal probability. At the interface between the media, however, the molecule must make a choice. The partition coefficient determines the relative frequencies that this molecule “jumps” into either medium. The two different frequencies are depicted by arrows of different thicknesses. The lengths of the arrows correspond to the respective diffusion coefficients.

2.3.3.2 Reservoir Versus Monolithic Systems

We have already introduced systems in which a membrane mediates diffusion from a reservoir. In reservoir systems, drug first partitions into the membrane from the reservoir and then diffuses to the other side of the membrane, where it is taken up by the receiving medium. While the reservoir is saturated, a constant concentration gradient of drug is maintained in the membrane, the rate of drug flux is constant, and zero order release is achieved. Eventually, drug concentration in the reservoir falls below saturation, and the gradient across the membrane and release rate both decay.

In reservoir systems, the purpose of the membrane is to mediate diffusion of drug. Because of their simplicity of mechanism and their ability to produce zero order
release, reservoir systems would seem to be highly advantageous. However, reservoir systems can be difficult to fabricate reliably. Pinhole defects and cracks in the membrane can lead to dose dumping. These problems are avoided in monolithic systems, in which drug is loaded directly into a polymer, which now acts as both a storage medium and a mediator of diffusion.

Drug is typically loaded uniformly into monolithic devices, and release is controlled by diffusion through the monolith’s matrix material or through aqueous pores. Monolithic devices typically exhibit an initial burst of release from the surface. With passing time, release rate decreases as drug that is deeper inside the monolith must diffuse to the surface, since it has farther to travel, and the quadratic relation between distance and time becomes important. This effect occurs in planar monoliths, but it is even more prominent with cylinders or spheres, as the amount of drug available decreases with distance from the surface. This geometric factor can be substantially reversed using specially coated wedge, cone, or hemisphere monoliths to provide near-zero-order release, but such devices are not easy to fabricate.

2.3.3.3 Factors Affecting Diffusivity

The diffusivity, \( D \), depends on the molecule and the medium. For a hard spherical molecule in a liquid solvent, the Stokes-Einstein equation prescribes \( D = \frac{k_B T}{6 \pi a \eta} \), where \( a \) is the molecule’s radius, \( \eta \) is the solvent’s viscosity, \( k_B \) is Boltzmann’s constant, and \( T \) is absolute (Kelvin) temperature. This relation confirms the intuition that large molecules should diffuse more slowly than small ones and that diffusion should be slowed in viscous liquids. The factor \( k_B T \) accounts for the intensity of thermal agitation, which drives Brownian motion.

In typical polymeric controlled release systems, the polymer matrix does not flow like a liquid, and bulk viscosity is not the correct parameter to use in predicting mobility of drug. The matrix may possess, however, a “microviscosity” that is related to molecular mobility. Free volume theory provides a useful picture that accounts for both bulk and microviscosity. While it may be natural to think of a polymer matrix as a static solid, it is actually a dynamic fluctuating structure, and \( D \) may be thought of as a measure of the degree that these fluctuations accommodate random motion of the diffusing molecule. In free volume theory, each drug, solvent, and polymer molecule contains an impenetrable core that is surrounded by nanovoids, called free volume. Thermal motions cause the size of voids to fluctuate. Occasionally, a void becomes large enough for a diffusing molecule to move into or through it. Clearly, if this mechanism is operative, then the diffusion coefficient will decrease sharply with increasing molecular radius and when the matrix’s density increases upon cooling. At a critical density, often associated with the medium’s glass transition temperature, \( T_g \), free volume becomes so sparse that the diffusion coefficient drops by several orders of magnitude.

In addition to temperature, the free volume of a polymer matrix depends on its composition. For homogeneous materials, free volume increases as the difference
between ambient temperature and $T_g$ increases. Copolymerization and blending can lead to matrices with suitably averaged free volumes and mobility properties. Free volume can also be increased substantially by sorption of small molecules, such as water. Thus, a glassy dry polymer can be converted to the rubbery state by sorption of a small amount of water, substantially increasing the mobility of drug molecules in the polymer.

Besides the glass transition, polymers can form crystalline domains which exclude drug molecules and obstruct diffusion. The propensity to crystallize depends on the polymer’s melting point and its stereoregularity. Random copolymers generally do not form crystalline domains. Crystallization can be mediated by the polymer backbone or by the side chains, especially when the latter are long.

For a molecule diffusing through a water-swollen hydrogel, diffusivity of drug is affected by the viscosity of the water space and also by obstructions placed in the drug molecule’s path by the hydrogel chains. Many models of diffusion in hydrogels, therefore, combine elements of Stokes–Einstein and free volume theories. In this case, the size of water-filled spaces between hydrogel chains is assumed to fluctuate, making room for movement of the diffusing drug molecule. The characteristic distance between points of chain crossings in the hydrogel is called the correlation length, and the ratio of molecular radius of drug to the correlation length is considered to be the primary structural parameter governing the drug’s diffusion coefficient in the hydrogel.

### 2.3.3.4 Heterogeneous Systems

Thus far, we have discussed diffusion mediated systems in which the medium is a uniform polymer matrix or hydrogel. Local matrix fluctuations were assumed to control the rate of diffusion. In more heterogeneous media, other factors also become important.

We have already noted that the presence of dead cell bodies in the stratum corneum increases the effective path length for drugs diffusing through skin lipids. We have also seen that crystalline domains in a polymer can obstruct and retard diffusion. More generally, diffusion of drug through a heterogeneous medium depends on the solubility and diffusivity of drug in the different material domains of the medium, and the geometric manner in which the domains are dispersed.

For example, consider a polymer blend or block structure, where one component has a much higher drug solubility than the other. If the “drug-philic” domains comprise a discrete phase dispersed in a “drug-phobic” continuous phase, then the disconnected phases will retain drug and retard its release, by analogy to affinity chromatography. If on the other hand the drug-philic domain is continuous, then release will be controlled by diffusion through the continuous phase, but will be retarded by detours around the drug-phobic domains.
Porous systems are often encountered in controlled release. Empty pores can be introduced into a matrix during fabrication to serve as pathways for drug diffusion through water that enters the pores. Alternatively, solid drug or excipient particles can be introduced into a polymer, and pores form around the particles. Also drug and excipient may precipitate from a polymer solution during solvent removal, again resulting in a porous amalgam of drug and polymer. The pores then act as both depots for drug storage and as conduits for diffusion. Pore structure and connectivity may have a profound effect on release by diffusion, as is discussed in Chap. 9.

2.3.3.5 Diffusion Affects Dissolution

We conclude this section with a discussion of dissolution and diffusion in drug delivery. Dissolution occurs when the solvating medium surrounding a solid drug particle is not saturated. This process involves two steps. First, drug must dissociate from the surface of the particle and surround itself with solvent. Second, the newly solvated drug must diffuse away from the surface. The first process is usually more rapid than the second, unless the drug is extremely insoluble. Thus, the drug is very close to its saturation concentration in the immediate vicinity of the particle. A concentration gradient is, therefore, established between the particle/medium interface and the “bulk” of the medium, and diffusion controls the rate that drug flows down this gradient. In drug delivery systems containing solid drug particles, both $C_{S,\text{medium}}$ and $D$ are therefore important determinants of release rate.

In an important class of drug delivery systems discussed in Chap. 6, solid drug particles are incorporated into a monolithic matrix. Release of drug occurs by dissolution followed by diffusion through the matrix. Particles at the surface dissolve quickly, leading to a burst. Particles further inside dissolve more slowly, since dissolution rate is controlled by diffusion through the matrix. At intermediate times, a moving front is observed, separating a central core containing solid drug from a periphery containing completely dissolved drug. Because the diffusion distance from the front to the monolith’s surface increases with time, the march of this front slows down as the release process proceeds, and the rate of release decreases with time.

2.3.4 Osmosis

Osmosis is a dramatic phenomenon that occurs when a membrane that is permeable to water but not to particular solutes, called osmolytes, separates aqueous solutions of the osmolytes. Water flows through the semipermeable membrane in an effort to equalize concentrations of the impermeable solutes on both sides of the membrane. In most cases of interest, water flow occurs by diffusion through the semipermeable membrane. However, the nature of water transport may differ from that discussed
above for drugs. First, it should be emphasized that there tends to be a lot of water on both sides of the membrane, and flux of water through the membrane is determined by the difference in chemical potentials of water on the two sides, not simply the concentration gradient of water. These chemical potentials may depend on both concentrations of the osmolytes and the thermodynamic compatibility of water with the osmolytes. When the osmolytes are small molecules, such as salts, osmotic pressure is reasonably accounted for osmolyte concentrations according to van’t Hoff’s law, but when the osmolytes are polymers, osmotic pressure is determined jointly by polymer concentration and polymer/water compatibility. Second, when the membrane is adequately hydrated, water molecules are in contact with each other and neighboring molecules’ motions are correlated. The Brownian mode of diffusion discussed for drug molecules is then replaced by the so-called collective mode.

The rate of osmotic flow across a unit area of the membrane is determined by the concentration and nature of osmolytes on both sides of the membrane, temperature, and the hydraulic permeability of the membrane, which can be determined by measuring water flow when a hydrostatic pressure is applied across the membrane. Osmotic flow is reduced when the membrane is partially permeable to the osmolytes. As water flows into a device containing osmolytes, it dilutes the osmolytes, lowering the osmotic pressure, unless new osmolytes are introduced, for example, by dissolution.

We have already described osmotic pumps in which water invasion across a membrane displaces drug through an orifice. Another way to use osmosis is to coat individual drug particles with semipermeable polymers. After release from a capsule, these particles are exposed to gastric fluid. Water crosses the polymer coatings and dissolves the drug, leading to a gradient in solute concentration that drives even more water inside. To accommodate, the coating must expand, and wall stresses are developed. With sufficient osmotic driving force, the coating ruptures, releasing the drug. Using different coating thicknesses, particles can be programmed to burst at different times. The original time release capsules were based on this principle.

A variation of the elementary osmotic pump theme involves particles or tablets that are coated with a semipermeable polymer membrane which includes sparsely but well-distributed aqueous pores. These pores can be created by excipients blended into the membrane, which dissolve upon exposure to water. Here, water flows across the semipermeable parts of the membrane and displaces dissolved drug inside through the aqueous pores into the release medium.

### 2.3.5 Swelling

Swelling refers to the uptake of water by a polymer system, with increase in volume. Swelling is often a prelude to polymer dissolution. However, swelling may occur without dissolution if water and the polymer are insufficiently compatible, if polymer chain length is sufficiently large, or if crosslinks are introduced to form
a polymer network. Swollen polymer networks or hydrogels reviewed in Chap. 4 may imbibe many times their weight in water.

The swelling process is analogous to osmosis, since water enters the polymer relatively rapidly, while dissolution of polymer into water, if it occurs, is comparatively slow because of the need for polymer chains to disentangle. The extent of swelling depends on the compatibility of water with the polymer material, i.e. the polymer’s hydrophilicity, and on the density of crosslinks between polymer chains, if present. Hydrophobic polymers, reviewed in Chap. 3, imbibe very little water and hence do not swell significantly.

Swelling is a mechanism by which release of otherwise confined drug is activated. If swelling is rapid, then drug diffusion through the swollen polymer is the controlling process for drug release. If swelling is relatively slow, then it can be the process controlling the rate of drug release. A more detailed description of swelling controlled systems is given in Chap. 7.

Swelling controlled release systems are typically glassy polymers at room and body temperatures. Water uptake is initially resisted by the glass, but eventually it makes its way into the free volume at the surface. The glassy polymer at the surface relaxes to a configuration that is more compatible with water, and swells. This permits water to intrude even further, and a moving front is often observed separating a swollen outer layer from a dry inner core. Usually, swelling is accompanied by a glass-to-rubber transition. If drug is trapped inside the glass, it will be liberated when the polymer swells, and if it can diffuse through the softened matrix faster than water can invade, then the release process is swelling controlled. Swelling dynamics are often complex, and a variety of temporal release patterns are observed under swelling control. Under proper conditions, swelling, dissolution of polymer chains, and drug release may occur simultaneously, further contributing to complexity.

Swelling in a polymer may be induced or accelerated by drugs or other additives, which act as effective osmolytes, drawing water into the polymer. By proper selection of polymer, it is also possible to induce swelling by changes in external parameters, such as temperature and pH, which may occur, for example, upon ingestion. Reversible swelling and shrinking of hydrogels can also be induced by alternating these parameters with concomitant on/off patterns of drug release.

2.3.6 Erosion and Degradation

Erodible and degradable drug delivery systems are popular, particularly for implantable or injectable therapies, since they do not require retrieval after drug is fully released. Presently, the most common erodible systems are based on poly(lactic acid) or poly(lactic acid-co-glycolic acid), although systems based on poly(ε-vinyl caprolactone), poly(ortho esters), polyanhydrides, polyphosphates, poly(phosphazenes), and pseudopoly(amino acids) have also been utilized or studied. Important characteristics of erodible systems are their mechanism and kinetics of erosion. Erosion products must be nontoxic and excretable or resorbable. Principles and applications of erodible
systems are elaborated in Chaps. 5, 8, and 10. In this section, we call attention to two limits of behavior in erodible systems, namely, bulk erosion and surface erosion.

Erosion of polymer monoliths occurs when components of the release medium, especially water, attack covalent bonds in the polymer matrix. For hydrolytically labile bonds, availability of water is an important determinant of local erosion rate. Hydrolysis of bonds may also be acid or base catalyzed, and if so depends on local concentration of proton donors and acceptors. For PLA and PLGA and other polyesters or polyamides, acidic protons are provided by chain ends; hence, concentration of acid protons is inversely proportional to chain length.

Bulk erosion, depicted in Fig. 2.8, occurs when water invades the polymer more rapidly than hydrolysis can occur. In this case, water establishes its presence throughout the matrix, and chain scission processes are initiated everywhere. Hydrolysis may initially be very slow, however, especially if the polymer chains are long. Moreover, initial scissions may endow chains with sufficient mobility that they migrate and form crystallites, which are less susceptible to hydrolysis. However, once a certain degree of hydrolysis has occurred, the process may accelerate. For example, formation of short chains may lead to overall loss of polymer and increase in water concentration by diffusion and/or osmosis. If chain scission results in the formation of acidic end groups and the scission process is acid

---

**Fig. 2.8** Diagrammatic representation of the three stages of release of drug from bulk eroding polymers. The first stage (a) corresponds to drug that is released from the device surface or from pores that are connected to the surface. A second, latent stage follows, during which there is little degradation of polymer and the remaining drug is trapped (b). In the third stage, the trapped drug is released rapidly when the polymer autocatalytically disintegrates (c).
catalyzed, then erosion will be autocatalytic. Thus, bulk erosion may exhibit a sustained quiescent phase, followed by rapid disintegration of the matrix. Prior to disintegration, the dimensions of the device remain relatively constant.

Release of drug from bulk eroding polymers typically exhibits three stages. The first stage corresponds to drug that is released from the device surface or from pores that are connected to the surface. A second, latent stage follows, during which there is little degradation of polymer, and the remaining drug is trapped. In the third stage, the trapped drug is released rapidly when the polymer disintegrates.

Surface erosion, illustrated in Fig. 2.9, occurs either when water invasion is slow or hydrolysis is rapid. For example, polyanhydrides are exceptionally hydrophobic, and the hydrolytically labile anhydride bonds are protected from exposure to water in the interior of the polymer matrix. Thus, hydrolysis with accompanying drug release only occurs at or close to the surface.

A hallmark of surface erosion is that device dimensions decrease with time. If the device is formulated as a slab, then release will be approximately zero order, since each time interval will correspond to the erosion of a layer of polymer and release of drug incorporated in that layer. Erosion rate of cylinders and spheres decreases with time, however, due to reduction in exposed surface area. In principle, drug release correlates with erosion.
While the idealized mechanisms underlying bulk and surface erosion-controlled release are simple, practical systems exhibit extra complexity. Pure surface erosion is almost impossible to achieve, and diffusion of drug out of a matrix may occur ahead of erosion. The drug itself may draw in water, and osmotic stresses (due also to small chain fragments) in the polymer can lead to fracture and uneven penetration. In bulk eroding systems, degradation may even occur more rapidly in the interior of the device due to accumulation of autocatalytic erosion products while leaching of these products leads to slower erosion at the surface. When this is true, thicker matrices may erode more rapidly than thinner matrices.

This section has focused on erosion as a means for controlling drug release. However, it is also possible to program polymer degradation to occur after drug release is more or less complete. For example, hydrogels with degradable crosslinks have been prepared for release of proteins. As these crosslinks degrade, the hydrogel first swells, and then it eventually disintegrates when too few crosslinks are left to maintain the polymer network. Eventually, only primary polymer chains remain, and these are either excreted or resorbed. If degradation is slow, then release is controlled by protein diffusion through the swollen hydrogel network. If degradation of crosslinks is relatively rapid, then the swelling state of the network may change during the release process, and a complex interplay between swelling and diffusion will determine release kinetics.

Finally, we note that water need not be the only agent causing polymer degradation. Incorporating enzyme-labile chains or crosslinkers into a polymer network renders it susceptible to enzymatic degradation. For example, collagen and fibrin gels are specifically degraded in the presence of collagenase and plasmin, respectively. Enzyme-labile peptide fragments of collagen and fibrin can be incorporated into other hydrogels, yielding similar, enzyme specific degradation patterns. Enzyme-mediated degradation exhibits either surface- or bulk mediated erosion features, depending on the ability of enzyme to diffuse into the network and the reactivity of enzyme with the labile components of the network. Such enzyme-degradable systems may be useful in tissue engineering applications, reviewed in Chap. 17, as degradation of a hydrogel may be desirable with growth of tissue, which is signaled by local release of enzyme by cells.

Besides enzymes, small molecules can trigger erosion by cleaving polymer chains or crosslinks. For example, reducing agents can degrade polymers that include disulfide bonds. Since small molecules readily diffuse in even moderately swollen networks, bulk erosion is expected to predominate.

### 2.3.7 Regional Delivery and Targeting

The benefit of a drug can be greatly enhanced if it can be targeted to its preferred site of action and kept away from sites associated with toxicity. Localization can occur at the organ, tissue, cellular, and subcellular compartment or organelle level. Direct administration at or near the site of action has already been discussed, with
examples provided by systems designed for drug delivery to the eye and coronary arteries. Direct injection of drug carriers into solid tumors or wound sites provides another example. As a third example, the growth, integration, and vascularization of surgically implanted tissue engineered constructs (Chap. 17) may require the localized and well-timed release of growth and angiogenesis factors.

We have also discussed nanocarriers that distribute preferentially in tumors by the EPR effect. To further specify delivery at the cellular level, it is necessary to coat the carrier surface with ligands that bind to specific cell surface features, such as polysaccharides or receptor proteins. Antibodies raised against antigens expressed at the cell surface are the most obvious targeting ligands, but in recent years peptide ligands have been designed based on other known interactions between cell surface receptors and both soluble and extracellular matrix proteins.

Since tumor cells express multiple drug resistance transporters, release of drug from the carrier at the cell surface may not result in increased drug uptake in target cells. The drug/nanocarrier combination is likely to be more effective if it can be brought into the cell by active processes, such as coated pit-mediated endocytosis. Once in the cell, the drug needs to dissociate from the carrier and exit the endosome, in either order. Further targeting of drug to an organelle may require that an organelle-specific “address label” be conjugated to the drug. For example, gene and protein delivery to the nucleus may require that a nuclear localization sequence be conjugated to the active biomolecule in order for the latter to be able to penetrate through nuclear pores.

Targeting systems are the subject of Chaps. 10–12 and further examples are provided in Chaps. 14–16.

### 2.4 Concluding Remarks

This chapter has illustrated a variety of controlled release strategies and underlying mechanisms. We emphasize that several mechanisms may be at play in a particular controlled release system, especially when more than one stage is involved. We also have reviewed methods to achieve the various goals of controlled release, including improved temporal presentation, drug protection, and localization of drug at the preferred site of action.

This chapter and this book are written from the perspective that controlled release adds substantial value to a drug. However, it should be recognized that development of a controlled-release product can be expensive. For many drugs, the extra expense may not be warranted on purely therapeutic grounds, although developers may pursue controlled release formulations for marketing, quality control, and regulatory reasons. Drugs with a relatively narrow therapeutic range, drugs that are eliminated rapidly from the body, drugs whose efficacy would be enhanced by targeting, and drugs that are susceptible to physiological degradation before absorption are probably the best candidates for controlled release.
Paradoxically, molecular entities that possess these attributes are often screened out early in the discovery and development stages. With improved understanding of controlled-release mechanisms and improved development of technologies, it may be possible to increase the number of bioactive molecules that can be developed fully into drug products [1–35].
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Abstract  Over the recent years, the use of hydrophobic polymers for drug delivery applications has dramatically increased. These materials offer particular promise for controlled/sustained-drug release, thereby enhancing the pharmacological effects of the drug. These controlled/sustained release drug delivery systems can result in considerable clinical and economic advantages. The physicochemical properties of the hydrophobic polymers and the design of the drug delivery system both affect the mechanism by which a drug diffuses from the polymeric system. This chapter provides an overview of the different types of pharmaceutical hydrophobic polymers, drug delivery applications of these polymers.

3.1 Introduction

The use of hydrophobic polymers in the pharmaceutical industry has received great attention within the last few decades (8), due principally to the clinical and economic benefits that can be achieved from the use of these polymers. Hydrophobic polymers can be used to produce drug delivery systems that can sustain or control drug release for longer periods in the gastrointestinal tract (GI tract) and hence result in more reproducible and uniform drug blood levels (88, 100). As a result of extending the pharmacological effects of the drug, both drug dose and frequency of administration can be reduced, thereby resulting in a lower incidence of side effects. These effects can enhance the cost effectiveness and safety profiles of drugs and thus improve patient compliance (8).

Sustained release dosage forms based on hydrophobic polymers can be fabricated either as matrix systems (19, 72), in which the drug is dispersed homogeneously...
in the polymeric matrix, or as reservoir systems, in which the polymer surrounds
the drug core, release being controlled by the nature of membrane (40, 86).
The hydrophobic properties of these polymers reduce/minimize water penetration
into and through the system, resulting in retarded drug diffusion and hence lowered
drug release rate (41, 53).

Moreover, hydrophobic polymers can be used efficiently in drug colon targeting
applications with combination to the pH-dependent hydrophilic polymers to pro-
vide more controlled drug release behavior in colonic fluid medium (3). Addition-
ally, hydrophobic polymers have been used efficiently to target the highly water
soluble polysaccharides such as pectin and chitosan to colon, where enzymatic
degradation can take place (35, 80).

Hydrophobic polymers may be broadly categorized as biodegradable or nonbio-
degradable. Biodegradable polymers have advantages over the nonbiodegradable
polymers when employed as controlled release implants as there is no need to
remove the implants physically after completion of therapy (98).

Within the pharmaceutical literature, different manufacturing technologies have
been utilized to prepare hydrophobic polymer based drug delivery systems. These
include wet granulation (38, 63), direct compression (53, 72), hot melt extrusion
(HME) (79, 104), injection molding (69, 70), wet mass extrusion–spheronization
(1, 2, 15), and film coating (21, 40). Under certain circumstances, drug release from
hydrophobic polymeric platforms may be insufficient to ensure that the required
mass of drug is released over the normal residence time of the drug delivery system
within the GI tract. Therefore, the inclusion of hydrophilic polymer(s) within such
formulations may be used to enhance the drug release rate, thereby ensuring
complete drug release within 12–24 h (81, 91). Conversely, the inclusion of
hydrophobic polymers within hydrophilic polymer platforms containing highly
water soluble drugs can be a useful strategy to ensure successful controlled drug
delivery (8, 53).

Examples of pharmaceutically approved hydrophobic polymers that are currently
being investigated for drug delivery applications include: ammoniomethacrylate
copolymers (Eudragit® RL/RS), poly(ethylacrylate–methylmethacrylate) (Eudragit®
NE30D), ethylcellulose, polyvinylacetate, polyethylenevinylacetate, and poly(ε-
caprolactone). This chapter provides an overview of hydrophobic polymers that are
approved for pharmaceutical use, and describes examples of their applications as
drug delivery systems.

3.2 Examples of Hydrophobic Polymers and Their Drug
Delivery Applications

There are several examples of hydrophobic polymers that have been/are currently
being used for pharmaceutical applications. This section seeks to describe the key
properties of these polymers and to provide examples of their pharmaceutical uses.
In the interest of brevity, only the most common polymer and uses have been
described.
3.2.1 Ammoniomethacrylate Copolymers

Eudragit® RL100/RLPO and RS100/RSPO are referred to as ammoniomethacrylate copolymers (Types A and B, respectively) in the USP/NF 23 monograph. RL100 and RS100 are colorless clear to cloudy granules, whereas RLPO and RSPO are white fine powders. RL100/RLPO and RS100/RSPO have a slight amine-like odor and are freely soluble in acetone and alcohols (73). They are copolymers of ethyl acrylate, methyl methacrylate, and a low content of a methacrylic acid ester with quaternary ammonium groups (trimethyl ammonioethyl methacrylate chloride) (Fig. 3.1) of average molecular weight about 150,000 gmol$^{-1}$. Eudragit® RL100/RLPO and RS100/RSPO are chemically defined as poly (ethyl acrylate, methyl methacrylate, trimethyl ammonio ethyl methacrylate chloride) in the ratio of monomers, viz., 1:2:0.2 and 1:2:0.1, respectively. Eudragit® RL100/RLPO contains a higher percentage of ammoniomethacrylate units (8.85–11.96% on dry substance) compared to Eudragit® RS100/RSPO (4.48–6.77% on dry substance) (USP/NF). The ammonium groups are present as salts, making these polymers water permeable and physiologically pH-independent (45, 83). As a result of the difference in the content of ammonium groups, RL100/RLPO and RS100/RSPO differ in their water permeation rate, which is considerably higher in case of RL100/RLPO (72). It was reported that films prepared from RL are freely permeable to water, whereas films prepared from RS are only slightly permeable to water (88).

**Fig. 3.1** Chemical structure of ammoniomethacrylate copolymers
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3.2.1.1 Hydrophobic Matrices Based on Ammoniomethacrylate Copolymers

The hydrophobic and the pH-independent properties of RL/RLPO and RS100/RSPO polymers make them suitable for producing oral controlled/sustained release drug delivery systems. Different approaches can be used for producing controlled/sustained release dosage forms. Among these different approaches, matrix tablets are still considered to be one of the most efficient and interesting from both the economic and the process development aspects (51). It was reported that RLPO has
better compaction properties than RSPO (72), and hence matrix tablets of excellent flow and physical properties can be produced using RLPO by direct compression even in absence of other excipients (10).

Due to the differences in their permeability, RLPO and RSPO can be used in combination to produce matrix tablets of desired sustained release drug profiles. RLPO and RSPO have been combined to modulate the release kinetics of theophylline from matrix tablets prepared by direct compression (72). The release rate of theophylline from RLPO matrix tablets was observed to be too high; however, this was effectively modified by the addition of RSPO to the matrix. The use of an RLPO–RSPO ratio of 1:9 resulted in formulations that offered a similar release profile of theophylline to that observed with commercial formulations.

As previously described, the release of a water soluble drug from a water soluble polymeric platform is often rapid, and therefore, hydrophobic polymers may be included within the matrix formulation to offer greater control of drug release. In this scenario, hydrophobic polymers reduce the rapid diffusion of the dissolved drug through the hydrophilic gel network (8). For this purpose, Eudragit® RSPO was combined with a hydrophilic polymer, Methocel K100M, to reduce water penetration and retard the drug release of venlafaxine from matrix tablets prepared by direct compression (53). The desired 16 h sustained release profile was achieved using drug/polymer/ ratio of 1:2.2:2.2 and followed Higuchi kinetics, with cumulative release proportional to the square root of time (see Chap 6).

In an alternative strategy, matrix tablets have been developed by direct compression based on combination of hydrophobic polymers (RSPO and RLPO) and a gelling hydrophilic polymer, hydroxypropylmethylcellulose (HPMC 60SH) to achieve a (20 h) sustained release formulation of diltiazem hydrochloride (8). Film coating of the matrix tablets using Eudragit® NE30D produced a delivery system in which the release of diltiazem hydrochloride was pH-independent (from 1.2 to 7.4). Eudragit® RSPO was employed to delay the penetration of dissolution medium into the matrix, thereby decreasing the drug release rate.

Inclusion of RLPO/RSPO as hydrophobic polymers in matrix tablets containing gelling hydrophilic polymers such as HPMC can be used efficiently to further sustain the release of water soluble drugs. The hydrophobicity of these polymers reduces water penetration into the matrix tablets, which results in further retardation of drug release rate.

3.2.1.2 Solid Dispersions Based on Ammoniomethacrylate Copolymers

It has been demonstrated that the use of hydrophobic matrices containing solid drug dispersions, i.e., systems in which a drug is molecularly dispersed within a polymeric platform, is a valuable strategy in the production of sustained release products. For example, solid dispersions of verapamil hydrochloride with Eudragit® RLPO or Kollidon® SR, a directly compressible polymeric blend composed primarily of polyvinylacetate (PVAc) and povidone (PVP), were prepared using solvent evaporation method and then compressed into tablets (75). Drug release from RLPO tablets at
drug–polymer ratio (1:3) were able to sustain the drug release up to 12 h, whereas Kollidon® SR tablets at similar drug–polymer ratio only sustained drug release up to 8 h. In a similar fashion, Dahiya et al. prepared solid dispersions of promethazine hydrochloride and Eudragit® RLPO and RS100 at different drug–polymer ratios (1:1 and 1:5) by solvent evaporation. The authors reported that drug release from the solid dispersions was highly dependent on the type and amount of the polymer used. Dissolution of the drug from RLPO matrices was greater than from systems containing RS100, due principally to the higher swelling and permeation characteristics of RLPO over a range of pH values (1.2–7.4). Tablets prepared by direct compression from RLPO solid dispersions (ratio of 1:5) displayed extended release of drug for 12 h (19).

In a similar fashion solid dispersions of metoprolol tartrate (7, 15, or 25% w/w) were prepared by melting and solvent methods using different ratios of RLPO–RSPO (0:10, 3:7, 5:5, 7:3, and 10:0) (88). At high drug contents (15 and 25% w/w), a significant initial burst effect was observed as a result of a nonhomogeneous dispersion of the drug in the polymer and the unincorporated metoprolol around the matrix, which immediately dissolves in the medium. Solid dispersions containing higher ratios of RSPO showed slower release rates than those containing higher ratios of RLPO due to its lower permeability. Drug release from dispersions was slower than from the physical mixtures (Fig. 3.2). Furthermore, at similar drug–polymer ratios, drug release from systems prepared using the fusion method was significantly slower than that from systems prepared using the solvent method. Figure 3.3a and b show the effect of particle size on the drug release profiles from platforms containing 7% drug loading and composed of two different ratios of RLPO and RSPO (3:7 prepared using the fusion method and 5:5 prepared using the solvent method). Solid dispersions with a particle size of 100 μm containing (7% w/w) of metoprolol and 5:5 ratio of RLPO–RSPO prepared by solvent method or 3:7 ratio of RLPO–RSPO with fusion method had similar release pattern to Lopressor® sustained-release tablets up to 8 h.
RLPO and RSPO can be used alone or in combination as efficient carriers in solid dispersions to produce sustained drug release profiles. Matrix tablets prepared from RLPO/RSPO solid dispersions usually have slower drug release profiles than matrix tablets prepared from the corresponding physical mixtures. The intimate contact between the drug and the polymers within the solid dispersions plays an important role in such further retardation effects. Preparation method, drug loading, RLPO–RSPO ratio, and particle size of the solid dispersions are important factors that can affect the drug release profile, which need to be considered in optimizing the final formulation to achieve the desired drug release profile.

### 3.2.1.3 Hot Melt Extrusion Based on Ammoniomethacrylate Copolymers

Hot melt extrusion (HME) technology has received great interest in the pharmaceutical industry over the last decade as an alternative manufacturing process to produce...
different dosage forms such as tablets, pellets, and granules (9, 16). This process has been employed to prepare controlled release hydrophobic matrix tablets using Eudragit® RSPO (79, 104). For efficient hot melt extrusion, a plasticizer may be required to facilitate polymer flow and to lower processing temperatures, thereby reducing drug degradation during the process and increasing the stability of the drug and the polymer. In addition to the state of the drug and the composition of the formulation, plasticizers may affect drug release from hydrophobic polymeric matrices prepared by HME. For example, citric acid monohydrate (a solid state plasticizer) has been shown to enhance the release of diltiazem hydrochloride from melt extruded RSPO tablets, due principally to enhanced pore formation, improved drug dispersion in the plasticized polymer and the increase in the polymer aqueous permeability (79). The influence of the level of triethylcitrate (TEC), a water soluble plasticizer, on drug release from hot melt extrudates containing RSPO and highly water soluble drugs, chlorpheniramine maleate and diltiazem hydrochloride has been described by Zhu et al., (103, 104). In these studies, chlorpheniramine maleate, but not diltiazem hydrochloride, was observed to offer solid state plasticization of Eudragit® RSPO on RSPO (103, 104). The release of chlorpheniramine maleate from the melt extrudates was increased with increasing TEC concentration. The authors attributed these observations to the leaching out of triethyl citrate from the melt extrudates, thereby creating channels within the melt extruded matrix tablet (11, 104). Therefore, it is important to consider the effects of the plasticizer type and amount used on the drug release profiles during formulation of hot melt extruded dosage forms. Additionally, these formulations must be monitored in terms of drug release properties during stability as liquid plasticizers may leach out of the formulations during storage as a result of their volatility. Additionally, the change in the amount of plasticizer during storage may affect the mechanical properties of hot-melt extruded matrix tablets, which significantly may affect the drug release profiles and drug bioavailability.

3.2.1.4 Drug Coatings Based on Ammoniomethacrylate Copolymers

Eudragit® RL and RS are commonly used in film coating of solid dosage forms to produce controlled release reservoir systems. Typically, the coating is applied as an organic polymer solution or as an aqueous colloidal polymer dispersion (64). Aqueous colloidal dispersions of Eudragit® RL30D and RS30D (30% w/w dry substance) form water-insoluble pH independent swellable films across which drug release may be effectively controlled (93). Film coatings that have been deposited from aqueous polymeric dispersions are frequently associated with physical aging during storage (39). The mechanism by which films are formed from aqueous polymeric dispersions is more complex than those encountered with organic polymer solutions (24). In aqueous systems, the coalescence of individual colloidal particles and the interdiffusion of polymeric particles must occur to form a continuous film (28). Since the coalescence of the colloidal polymer particles into a homogeneous film is often incomplete after coating with aqueous polymeric dispersions, further coalescence of the colloidal particles occurs during storage as the polymer relaxes toward an
equilibrium state (termed physical aging) (99). These effects result in a decreased void volume (porosity), an increase in polymer tortuosity, and a resultant decrease in the rate of drug release (102). Therefore, with aqueous colloidal polymer dispersions, a thermal after-treatment (curing) at elevated temperatures (above the Tg of the polymer) is often recommended to complete film formation and to avoid changes in the release profiles during storage (4, 97). Various strategies have been proposed to overcome aging of hydrophobic coatings of pharmaceutical dosage forms.

For example,

1. Storage of the dosage form at high humidity may increase the physical aging of polymeric films and therefore this factor must be controlled (96, 99).
2. The degree of coalescence of the colloidal polymeric particles increases as the mass of plasticizer in the coating increases, producing less pronounced aging effects (4).
3. Thermal treatment along with high concentrations of micronized talc stabilizes drug release from pellets coated by Eudragit® RS/RL30D plasticized with TEC (54).
4. Curing of Eudragit® RS30D film coated pellets at an elevated temperature (above the glass transition temperature), Tg of the polymeric film, after coating is efficient in reducing the aging effects and hence in stabilizing drug release rate (99).
5. Inclusion of the enteric polymer of high Tg, e.g., Eudragit® L100-55, to RS30D, results in a more stabilized drug release rate from theophylline coated pellets during storage compared with the pellets coated with RS30D alone without Eudragit® L100-55. These results are mostly attributed to the network change in the RS polymeric films as a result of the formation of miscible system between Eudragit® L100-55 and RS30D, which has a single higher Tg than the Tg of RS polymeric films without L100-55. This increase in the Tg of RS30D polymeric films with the inclusion of L100-55 results in a greater restriction of the mobility of RS30D polymeric films. Hence, the aging effects during storage under accelerated conditions are minimized (99).
6. Addition of a hydrophilic polymer, hydroxyethylcellulose (HEC) to Eudragit® RS30D dispersions stabilizes the drug release rates during storage. This stabilization effect of HEC is related to the formation of an immiscible secondary phase surrounding the colloidal particles, which interferes with further coalescence of the colloidal RS particles (102).
7. The ionic electrostatic interactions between lactic acid (LA) and aqueous dispersions of RL and RS minimize the physical aging effects, resulting in stabilized paracetamol release from the coated tablets during storage at different accelerated storage conditions (59).

To reduce the physical aging problems associated with the incomplete coalescence of polymer particles after coating from aqueous colloidal dispersions, it is important to consider the coating formulations in terms of adding optimum type and amount of plasticizer that can aid in coalescence of polymer particles during coating process. Consequently, more reproducible drug release properties can be
achieved following storage. Additionally, as described in the aforementioned examples, additives can play important roles in such stabilization based on their miscibility and interactions with the coating polymer. Regarding the process, it is better to leave the batch after the coating process for a certain period of time for drying at a specific temperature above the glass transition temperature of the coating polymer to improve the coalescence of polymer particles.

3.2.2 Poly(ethylacrylate–methylmethacrylate)

Eudragit® NE 30D and Eudragit® NE 40D (30% and 40% w/w dry substance, respectively) are aqueous colloidal dispersions based on neutral (nonionic) poly (ethylacrylate–methylmethacrylate) (2:1) copolymers (Fig. 3.4) that are prepared by emulsion polymerization. Highly flexible film coatings may be produced by poly (ethylacrylate–methylmethacrylate) aqueous dispersions without using any plasticizers, as the polymer has low minimum film-forming temperature (5°C) (6, 85). This film flexibility is related to strong interchain interactions (6). The nonionic hydrophobic properties of poly(ethylacrylate–methylmethacrylate) make this polymer suitable to be used as a sustained release coating material for solid dosage forms forming pH-independent drug release profiles over entire pH range of the GI tract (95). There have been several examples of the use of this polymer, as a coating, for the development of controlled drug release formulations. For example, Tian et al (86) reported the formulation of a controlled release pellet formulation containing venlafaxine hydrochloride that was coated with Eudragit® NE30D. Using this approach, a once daily sustained release formulation was possible. Similarly, improved release profiles of ofloxacin were obtained from pellets that had been coated with Eudragit® NE30D and Eudragit® L30D55, at a ratio of 1:8 (w/w) and containing the plasticizer diethyl phthalate (DEP) (18). Finally, using a combination of Eudragit NE 30D and Eudragit L30D-55 as coatings, El-Malah and Nassal (25) successfully reported the delayed release of verapamil hydrochloride.

Poly(ethylacrylate–methylmethacrylate) has additionally been successfully been employed for colonic delivery of therapeutic agents. For example, in one study theophylline pellets were coated with Eudragit® NE30D aqueous dispersions, containing various pectin HM:Eudragit® RL30D ionic complexes (80). It was shown that without pectinolytic enzymes, the release of theophylline from the coated pellets, after an initial latency phase, occurs linearly as a function of time and was dependent on the pectin HM content. The lowest theophylline release from the coated pellets was
obtained whenever the pectin HM content was 20.0% w/w (related to Eudragit® RL), i.e., when the complexation between pectin HM and Eudragit® RL is optimal. Consequently, the coating permeability and the release of theophylline from the coated pellets was also minimal resulting in the slowest drug release rate. The degradation and leaching of pectin from the coatings in presence of the pectinolytic enzymes resulted in the solvation, swelling of Eudragit® RL. This, in turn, induced stresses in the film coatings, thereby facilitating (increasing) the release of theophylline (80).

Film coatings based on poly(ethylacrylate–methylmethacrylate) are efficient in sustaining release profiles of different drugs. The composition of the cores can determine the permeability of the surrounding film-coatings and consequently the drug release profiles through these films.

### 3.2.3 Ethylcellulose

Ethylcellulose (EC) is a semisynthetic cellulose derivative that widely used in the pharmaceutical industry as a pharmaceutical coating due to its excellent film forming properties, good mechanical strength, and relatively low cost (42). This polymer has been widely used to control drug release from solid dosage forms (63).

#### 3.2.3.1 Hydrophobic Matrices Based on Ethylcellulose

Owing to its hydrophobic properties, ethylcellulose reduces the penetration of water into the solid polymeric matrix, hence reducing drug release. Combination of this polymer with hydroxypropylmethylcellulose (HPMC K100M) in matrix tablets prepared by direct compression was reported to sustain the release of venlafaxine hydrochloride up to 16 h at drug–ethylcellulose–HPMC ratio of 1:2.2:2.7 with the release following Higuchi kinetics (53). Similarly, inclusion of ethylcellulose, at a concentration of 14% w/w of the matrix of tablets composed of RLPO and RSPO prepared by wet granulation resulted in an extended release profile of zidovudine for up to 12 h, whereas only a maximum of 6 h sustained release profile was achieved from the matrix tablets formulated without ethylcellulose (41). The authors accredited these observations to the effects of ethylcellulose on the hydrophobicity of the tablet matrix and the concomitant reduction in the rate of penetration of dissolution fluid into the matrix. Moreover, the addition of ethylcellulose to the RLPO and RSPO formulations reduced the initial burst release of zidovudine in the acidic medium, hence decreasing the chances of dose dumping. The drug release kinetics the indicated a combined effect of diffusion and erosion release mechanisms from the matrix tablets. In a further example, ibuprofen mini tablets containing HPMC or ethylcellulose were produced by direct compression. At similar drug/polymer ratio, tablets based on ethylcellulose provided a greater sustained release of drug than the HPMC counterpart (50). A final example of the use of ethylcellulose involves the formulation of sustained-release bilayer matrix tablets of propranolol hydrochloride, reported by Patra et al. (63). In these, one
layer was formulated (using superdisintegrants) to offer rapid release to provide the loading dose of the drug. The second layer was composed of Eudragit® RLPO, Eudragit® RSPO and ethylcellulose and was designed to provide controlled release. The hydrophobic polymers were added at three different drug/polymer ratios (1:0.5, 1:1, and 1:1.5). The increase in the proportion of ethylcellulose resulted in a decrease in drug release. Using drug/ethylcellulose ratios of 1:1 and 1:1.5 resulted in the desired release profile over the test period of 12 h, whereas only the drug/polymer ratio of 1:1.5 for RLPO and RSPO polymers resulted in the 12-h sustained release profiles.

The previously mentioned examples suggest a high efficiency of ethylcellulose to act as a drug release retardant from matrix tablets when it is used alone or in combination with other hydrophobic or hydrophilic retardant polymers to further sustain the drug release profiles. This sustained drug release effect by ethylcellulose is highly dependent on the concentration of polymer used and is mostly related to its hydrophobicity.

Sustained-release hot-melt extruded matrices of ibuprofen (89) and metoprolol tartrate (90) have been produced using ethylcellulose. No plasticizer was required to process ibuprofen containing formulations due to the solid state plasticization effect of ibuprofen. Conversely, dibutyl sebacate was added as a plasticizer at 50% (w/w) of the ethylcellulose concentration to metoprolol tartrate formulations. Controlled drug release was achieved from these formulations. Furthermore, the authors illustrated that the release of each drug may be enhanced by the addition of xanthan gum due to the higher liquid uptake into these formulations.

The effect of the concentration and molecular weight of a hydrophilic polymer (polyethylene glycol or polyethylene oxide) on metoprolol tartrate release kinetics from ethylcellulose minimatrices were described by Verhoeven et al. (91, 92). The authors found that increasing the concentration of either hydrophilic polymer increased the rate of drug release, whereas the influence of molecular weight of the hydrophilic polymers was dependent on its concentration. The mechanisms of drug release from these formulations were strongly dependent on the composition of the formulations. At high concentrations of polyethylene glycol or polyethylene oxide (20%) and/or intermediate concentrations (2.5–10%) of low molecular weight variants of these hydrophilic polymers (≤100,000 Da), drug diffusion was the predominant release mechanism. Conversely, at low concentrations of these hydrophilic polymers contents and intermediate concentrations of high molecular weight (1,000,000 and 7,000,000 Da.) variants of these polymers, changes in matrix porosities significantly affected the diffusion of the drug from the ethylcellulose-based minimatrices.

A hot melt extruded ethylcellulose pipe surrounding a drug-containing hydroxypropyl methylcellulose (HPMC)–Gelucire® 44/14 core was developed (55). The developed drug delivery system was successful in producing a sustained zero-order, erosion controlled, release profile that was independent of drug solubility. Shortening the length of the ethylcellulose cylinder accelerated drug release, while modifying the diameter did not affect the drug release rate. These unexpected results were justified by the authors based on calculating the relative surface area of the matrix core of the matrix-in-cylinder system, where the drug release rate was
independent of the diameter of the matrix-in-cylinder and it was only a function of the length of ethylcellulose cylinder. A randomized cross over in vivo study in dogs revealed that the matrix-in-cylinder system containing propranolol hydrochloride has an ideal sustained release profile with constant plasma levels maintained over 24 h (56). Moreover, administration of the matrix-in-cylinder system resulted in a fourfold increase in propranolol bioavailability when compared with a commercial sustained release formulation (Inderal®).

Sustained release injection molded matrix tablets of metoprolol tartrate were developed based on ethylcellulose (69). Formulations containing ethylcellulose, plasticized with dibutyl sebacate, and low substituted hydroxypropylcellulose (L-HPC) were first melt extruded and subsequently injection molded into tablets at different temperatures. Incomplete drug release (<50%) within 24 h was observed from tablets containing only ethylcellulose (4 cps). Increasing the mass of L-HPC in the formulation resulted in significantly higher drug release rates due to its hydrophilic swelling properties, achieving complete drug release after 16 h. Based on the Ritger–Peppas classification, the release mechanism shifted from diffusion controlled, in formulations without L-HPC, toward anomalous transport at higher L-HPC concentration. In the later case, the drug release occurred via drug diffusion through the micro capillary network formed after dissolution of metoprolol clusters in the tablet and by disruption of the matrix structure due to the swelling properties of L-HPC. Similarly, the effect of hydroxypropylmethylcellulose (HPMC) on the release of metoprolol tartrate from ethylcellulose matrix tablets prepared by combination of HME and injection molding was studied. Tablets containing 30% metoprolol and 70% ethylcellulose showed an incomplete drug release within 24 h (<50%). Substituting part of the ethylcellulose fraction with HPMC (HPMC–ethylcellulose ratios of 2:5 and 1:1) resulted in faster and constant drug release rates. Formulations containing 50% HPMC had a complete and first order drug release profile with drug release controlled via the combination of diffusion and swelling/erosion (70).

These examples suggest the efficiency of ethylcellulose to act as a controlled release platform in hot melt extrusion using either liquid plasticizers or the solid state plasticizing effects of the drug. HME based on ethylcellulose was efficient in producing sustained release dosage forms such as tablet matrices, minimatrices, matrix-in-cylinder, injection molded tablets. Incorporation of hydrophilic additives such as xanthan gum, polyethylene glycol/polyethylene oxide, L-HPC, and HPMC can enhance the diffusion of drug from ethylcellulose matrix due to the hydrophilicity of these additives that result in increasing water penetration through the matrix and hence increasing drug diffusion.

3.2.3.2 Coatings Based on Ethylcellulose

Ethylcellulose is widely used to coat solid dosage forms, being applied either as organic polymeric solutions or aqueous colloidal polymeric dispersions (65). Two aqueous colloidal polymeric dispersions are available for use in controlled release
applications (Aquacoat® ECD and Surelease®). These are highly concentrated (30% and 25% w/w ethylcellulose, respectively) with relatively low viscosities (71).

It has been reported that theophylline release rates from pellets coated with aqueous ethylcellulose dispersions (Aquacoat®) were too slow due to the poor permeability of ethylcellulose films to drug diffusion (81). This problem was overcome by the inclusion of a low percentage of a water soluble poly (vinyl alcohol)-poly (ethylene glycol) (PVA-PEG) graft copolymer. Even at low loadings, this hydrophilic copolymer significantly increased the rate and extent of water uptake and hence the permeability of the films to drug diffusion. It was demonstrated that a broad spectrum of pH independent drug release rates were obtained from drug loaded pellets by simply varying the PVA–PEG graft copolymer content. In addition to its contribution in enhancing theophylline release rate from EC coated pellets, it has been shown by Siepmann et al. (82) that the addition of small amounts of PVA-PEG graft-copolymer to aqueous EC dispersions provides long term stable drug release patterns even upon open storage under stress conditions. The presence of this hydrophilic compound can be expected to trap water within the film coatings during coating and curing, thus facilitating polymer particle coalescence.

Drug release from ethylcellulose-coated pellets (coated using Surelease®) has been reported to be highly dependent on drug type and coating level (74). As the coating load of Surelease® increased the rate of drug release decreases. It was shown that at similar coating load metoclopramide hydrochloride (a water-soluble cationic drug) release from the ethylcellulose coated pellets was slower than from diclofenac sodium (a sparingly soluble anionic drug) coated pellets. The slower release of metoclopramide hydrochloride may be due to an in situ formation of a poorly soluble complex of the cationic drug and the anionic ammonium oleate present in Surelease® as a surfactant. This complex, because of its large molecular size, may diffuse more slowly through the film, causing a reduction in the release rate of metoclopramide hydrochloride.

A dry powder coating technology using micronized ethylcellulose has been developed for application in a fluidized bed coater (Glatt® GPCG-1, Wurster insert), and this technology has been applied as a pellet coating to produce a sustained-release propranolol hydrochloride dosage form (65). The dry coating process (batch size = 1.2 kg) was performed using a powder feed rate of 10–14 g min⁻¹ at a product temperature 45–47°C. It was shown that despite its high Tg (133.4°C), micronized ethylcellulose powder can be used for dry powder coating (with the aid of a plasticizer). Although the coated pellets had an uneven surface, an extended drug release profile was produced using a coating level of 15% w/w after curing the pellets at 80°C for 24 h. This curing step was required for complete coalescence of the polymer particles. Both the cured and uncured ethylcellulose coated pellets showed unchanged drug release profiles upon storage at room temperature for 3 years mostly because of its high Tg (Fig. 3.5). In a subsequent study, it was shown that EC coated pellets prepared using the dry powder coating required a higher coating level than pellets coated with the aqueous dispersions, Aquacoat® ECD, to achieve a similar extended release profile (66). In addition, a higher amount of plasticizer was used with the dry powder coating. Pellets coated with the ethanolic ethylcellulose solution had the slowest release.
The use of ethylcellulose as a coating polymer is highly efficient in producing sustained drug release profiles. Drug release from ethylcellulose based film-coatings depends on the coating level, drug solubility, and the form in which the polymer is applied in the coating process, i.e. as powder, aqueous colloidal dispersion, or organic solution. Addition of hydrophilic additives such as PVA-PEG graft copolymer may increase the drug release rate and the stability of ethylcellulose-based coated dosage forms.
3.2.4 Polyvinylacetate

Polyvinylacetate (PVAc) is a thermoplastic synthetic amorphous homopolymer (Fig. 3.6) with a relatively low glass transition temperature (Tg = 32.7 and 35.9°C for PVAc of molecular weight 12,000 and 45,000, respectively). It is a predominantly water insoluble polymer that is used to produce controlled release drug delivery systems.

3.2.4.1 Hydrophobic Matrices Based on Polyvinylacetate

The thermoplastic properties of PVAc and its relatively low glass transition temperature make this polymer particularly suitable for HME. Sustained-release theophylline matrix tablets based on PVAc have been prepared by HME at a temperature of 70°C (101). The cylindrical extrudates were either cut into tablets or ground into granules and compressed with other excipients into tablets. Theophylline was present in the extrudate in its crystalline form and was released from the tablets by diffusion. Increasing the granule size resulted in a significant decrease in drug release rate as a result of the longer diffusion pathway. Higher drug loading levels resulted in faster drug release due to presence of drug clusters on the surface of the matrix. Inclusion of water soluble polymers such as hydroxypropylcellulose and polyethylene oxide in the matrix resulted in significant increase in drug release rates due to the formation of highly porous structure as a result of the dissolution of these hydrophilic polymers, and hence more drug diffusion through the matrix system.

Kollidon® SR is an extended release excipient based on polyvinylacetate and polyvinylpyrrolidone (8:2) and is used in preparation of sustained-release matrix tablets. Extended-release matrix tablets containing ZK 811 752, a weakly basic drug, were successfully prepared based on Kollidon® SR (38). Addition of the (highly swellable) maize starch and (the water-soluble) lactose accelerated the drug release in a more pronounced manner compared to the water insoluble calcium phosphate. Drug release rate from the matrix tablets prepared by wet granulation was faster than the tablets prepared by direct compression. Stability studies conducted at 25°C/60% RH, 30°C/70% RH and 40°C/75% RH showed no drug degradation upon storage at 25°C/60% RH, 30°C/70% RH and 40°C/75% RH for up to 6 months. Reproducible drug release patterns were obtained for matrix tablets stored at 25°C/60% RH, 30°C/70% RH for up to 6 months that remained almost unchanged compared to the initial release profiles. On the contrary, drug release
from matrix tablets stored at 40°C/75% RH decreased slightly. After 6 h initially 53% drug has been released versus only 47 and 43% drug release after storage for 3 and 6 months, respectively. These changes in the in vitro drug release for tablets stored at 40°C/75% RH may be related to the increase in the hardness of the tablets as a result of storing the matrix tablets at 40°C above the glass transition (Tg) of the polymer (PVA/PVP) (Tg = 35°C) and then storing them at room temperature before dissolution testing.

In another study, hot-melt extruded extended-release minimatrices were developed based on Kollidon® SR using ibuprofen and theophylline as model drugs (60). It was shown that ibuprofen had solid-state plasticization effects on Kollidon® SR, whereas no such effects were observed on the polymer by theophylline. Increasing ibuprofen concentrations resulted in a significant decrease in the Tg of Kollidon® SR and the torque generated during the HME process. According to the differential scanning calorimetry (DSC) and X-ray diffraction (XRD) analyses, ibuprofen (<35% w/w) remained in an amorphous or dissolved state within the extrudates, whereas theophylline was dispersed in the polymer matrix. This can be related to the higher miscibility of ibuprofen with Kollidon® SR than theophylline especially that ibuprofen showed solid state plasticization effects on Kollidon® SR, whereas theophylline did not show such effects. The drug release rates were increased with increasing amounts of ibuprofen or theophylline in the hot-melt extrudates. A higher processing temperature resulted in decreasing theophylline release rate, which was most probably due to the formation of extrudates that have more dense structure and lower porosity as a result of decreasing the melt viscosity during HME with increasing the processing temperature. Conversely, ibuprofen release rate increased with increasing extrusion temperature, which was mostly due to the increase in the water uptake by the extrudates as a result of the plasticizing effects of ibuprofen on Kollidon® SR. Inclusion of a plasticizer (Triethyl citrate) at 5% w/w in theophylline/Kollidone® SR formulations was sufficient to improve their processibility. Theophylline release rate from hot melt extrudates decreased with increasing TEC level due to formation of a denser matrix. Inclusion of Klucel® LF as a hydrophilic additive to the melt extrudates resulted in increasing ibuprofen and theophylline release rates as a result of its leaching out from the extrudates, creating a more porous matrix.

The low glass transition temperature of PVAc makes Kollidon® SR suitable for HME. Sustained-release hot melt extruded matrix tablets and minimatrices can be produced efficiently based on Kollidon® SR. The drug release from Kollidon® SR formulations depends on the drug loading, type and amount of hydrophilic additives added to the formulations. Attention must be taken upon storage of PVAc based matrices at temperatures above its glass transition temperature. The effect of extrusion temperature on the drug release profiles from Kollidon® SR matrices depends on the type of drug used and its miscibility and interactions with Kollidon® SR, which as well may affect the solid state properties of the drug within the matrix tablets.
3.2.4.2 Coatings Based on Polyvinylacetate

In addition to its use as a tablet matrix, polyvinylacetate and its copolymers have been used as a coating for solid dosage forms. For example, Dashevsky et al. (21) investigated the properties of Kollicoat® SR, an aqueous colloidal dispersions based on polyvinylacetate (27%, w/v) and polyvinylpyrrolidone (2.5%, w/v), that can be used for sustained release coatings. The release of propranolol HCl from Kollicoat® SR 30D coated pellets was reported to decrease with increasing coating level. Using this approach, a 12-h controlled release profile was obtained for propranolol hydrochloride, in which the mass of the coating was from 10 to 15% w/w.

Based on their mechanical and dissolution properties, coatings based on chitosan/Kollicoat® SR 30D films have been proposed for use as colon targeted systems. The extent of film digestion in simulated colonic fluid (SCF) by rat cecal bacterial enzymes or β-glucosidase was directly proportional to the amount of chitosan present within the film (94). The release rate of theophylline from tablets coated by different chitosan/Kollicoat® RS 30D blends was influenced by the amount of chitosan present in the film and the coating levels. Increasing the coating levels resulted in a decrease in the release rate due to the increased diffusion pathway. The drug release was faster in simulated gastric fluid (SCF) than that in simulated intestinal fluid (SIF) since chitosan dissolved and leached from the coating in acidic medium as a result of the protonation of its amine groups. Faster drug release in SCF than in simulated gastric fluid (SGF) or SIF demonstrated the susceptibility of chitosan to degradation by the bacterial enzymes in SCF. Drug release was controlled by polymer relaxation. The in vivo pharmacokinetic studies of the coated tablets in rats showed delayed Tmax, decreased Cmax, and prolonged mean residence time (MRT), indicating the efficiency of Chitosan/Kollicoat® SR30D coating system to target drug delivery to the colon (46).

SAG/ZK, a potent drug candidate for the oral treatment of inflammatory diseases, has a short biological half life and it exhibits a pH-dependent solubility because of its weakly basic nature. Drug release from conventional pellet formulations decreased with increasing pH values of the dissolution medium. Extended drug release pellets were prepared by extrusion/spheronization followed by film coating with Kollidon® SR (28). To achieve pH-independent drug release, different organic acids were incorporated into the core pellets. The addition of fumaric acid was found to lower the pH values within the core pellets during the release of SAG/ZK in phosphate buffer pH 6.8. Therefore, increased release rates at higher pH values were observed leading to pH-independent drug release. Conversely, drug release remained pH-dependent for pellets containing tartaric and adipic acid as a result of their lower acidic strength and higher aqueous solubility of these acids.

These aforementioned examples indicate that Kollicoat® SR can produce efficient sustained release film-coatings. Drug release rate from these film-coatings depends on the coating level and the composition of the cores and the films.
3.2.5 Polyethylenevinylacetate

Polyethylenevinylacetate (EVA) copolymer is composed of long chains of ethylene and vinyl acetate groups randomly distributed throughout the chains (Fig. 3.7). The weight percent of vinyl acetate usually varies from 10 to 40%, with the remainder being ethylene. EVA is inexpensive, nonbiodegradable, biocompatible polymer that has been approved for human use by Food and Drug Administration (43, 77, 78).

3.2.5.1 Hydrophobic Matrices Based on Polyethylenevinylacetate

EVA copolymer has been widely used as a polymeric matrix to produce controlled-release polymeric implant devices of high (macromolecules) or small molecular weight compounds (30). HME is a highly viable method of producing implants of EVA as it is thermoplastic, heat processable and flexible (58, 87). The vast majority of papers that have employed EVA have been designed as biomedical implants, some of which are described in this section.

Implanon® is a controlled-release implants based on EVA copolymer developed by Organon using HME technology. Implanon® is designed to release progestagen for a period of 3 years (87). The properties of the polymer can be adapted by varying the amount of vinyl acetate (12, 76). By increasing the amount of vinyl acetate, the crystallization process of the polyethylene segments is disturbed. As a consequence, the copolymer becomes less crystalline and thus more permeable (32, 44).

Haik-Creguer et al. (30) developed very small uniformly sized implants based on microextrusion technology. Using microextrusion it was possible to incorporate small masses of drugs into EVA polymer and consequently this technology was successfully used to produce controlled release implant devices (based on EVA polymer) of several compounds such as alpha-methyl-p-tyrosine, diazepam, quinolinic acid, and phencyclidine. Each substance was slowly released from the polymer for up to 120 days at daily rates varying from 18.4 mg for phencyclidine to 97.6 mg/day for diazepam. Release was dependent on the hydrophilic properties of the drug. Drug release resulted in the formation of pores formation within the EVA matrix thereby facilitating further release.

An implantable stent containing 5-fluorouracil (5-FU) was fabricated by coating a film, composed of one 5-FU-containing EVA copolymer layer and one drug free EVA protective layer, around a commercial self-expandable nitinol stent with the drug free EVA layer facing the lumen of the stent (27). The stents with various drug loadings were implanted into rabbit esophagus. Quantitative analysis of 5-FU

Fig. 3.7 Chemical structure of polyethylenevinylacetate copolymer (EVA)
showed that the 5-FU concentration adjacent to the esophageal tissue was overwhelmingly higher than that in serum or liver at all the investigation time points until 45 days. The authors concluded that the 5-FU-loaded esophageal stent offered long term, effective local drug delivery.

A biocompatible sustained-release subretinal implant was developed successfully based on coating nitinol, poly(methyl methacrylate), or chromic gut core filament with a drug eluting polymer matrix composed of a mixture of poly(butyl methacrylate) and poly(ethylene-co-vinyl acetate) (5). Triamcinolone acetonide and sirolimus were used as model drugs. The implant had the ability to elute triamcinolone acetonide for a period of at least 4 weeks without eliciting an inflammatory response or complications, suggesting good biocompatibility and efficacy.

Controlled DNA delivery systems based on EVA implantable polymer matrices were developed and characterized (52). Herring sperm DNA and bacteria phage lambda DNA were encapsulated as a model system. Released DNA concentration was determined by fluoroassays. Agarose electrophoresis was used to determine the dependence of release rate on DNA size. Both small and large DNA molecules (herring sperm DNA, 0.1–0.6 kb; GFP, 1.9 kb; lambda DNA, 48.5 kb) were successfully encapsulated and released from EVAc matrices. Release from the DNA-EVAc systems was diffusion controlled. When coencapsulated in the same matrix, the larger lambda DNA was released more slowly than herring sperm; the rate of release scaled with the DNA diffusion coefficient in water. The chemical and biological integrity of released DNA was not changed. These low cost and adjustable controlled DNA delivery systems, using the FDA approved implantable/injectable material, EVAc could be useful for in vivo gene delivery, such as DNA vaccination and gene therapy.

The sublingual formulation of buprenorphine has been associated with variable drug blood levels and requires frequent dosing that limits patient compliance. Sustained release buprenorphine implants based on EVA (26 mm in length and 2.4 mm in diameter) were developed to improve patient compliance (37). In vitro studies showed a steady-state drug release (0.5 mg/implant/day). In vivo pharmacokinetic studies conducted in beagle dogs showed that peak buprenorphine concentrations were generally reached within 24 h after implantation. Steady state plasma levels were attained between 3 and 8 weeks, and were maintained for study duration (52 weeks), with a calculated mean release rate of 0.14 ± 0.04 mg/implant/day. There were no serious adverse effects reported. These results suggest that this delivery system can provide long term stable systemic buprenorphine levels that may improve patient compliance, thereby improving outcome for opioid dependent patients.

Pharmacotherapy treatment for alcoholism is limited by poor compliance, adverse effects, and fluctuating drug levels after bolus administration. To overcome compliance issues, a sustained release implant based on EVA and containing nalmefene, an opioid antagonist used for treatment of alcoholism was developed by melt extrusion and characterized (17). The extrudates of 2.8 mm × 27 mm rods were further coated with EVA to optimize release. In vitro release after subcutaneous implantation into rats was high from the uncoated rods, and they were depleted
of drug fairly quickly; however, EVA coatings maintained release over longer periods. The 25 wt% coated rods provided in vitro release of 0.36 mg/day/rod and in vivo release of 0.29 mg/day/rod over 6 months, and showed dose dependent nalmefene plasma concentrations. After explanation, nalmefene plasma concentrations were undetectable by 6 h. A sustained release nalmefene rod provided 6 months of drug with no adverse effects.

A nonbiodegradable polymeric episcleral implant based on EVA was developed as a controlled intraocular delivery system of betamethasone (BM) to the posterior pole of the eye (34). For in vivo studies, the implants were placed on the sclera of the eyes of rabbits so that the drug releasing surface could attach to the sclera at the posterior pole. The implant released BM in a zero-order fashion for 4 weeks, thereby maintaining drug concentrations in the retina-choroid above the concentrations effective for suppressing inflammatory reactions, suggesting that the episcleral implant can be a useful drug carrier for the intraocular delivery of BM to the posterior part of the eye.

These examples indicate the efficiency of EVA copolymer as a sustained release carrier in implantable devices. Its ability to produce long term drug release profiles make EVA based implants applicable in wide range of drug delivery systems such as ocular, subcutaneous, sublingual, gene delivery, esophageal for local or systemic effects.

### 3.2.6 Poly(ε-caprolactone)

Poly(ε-caprolactone) (PCL) is an aliphatic, biodegradable, semicrystalline polyester (Fig. 3.8) (31, 49, 61) that has found several applications as a biodegradable drug delivery system. PCL is highly permeable to small drug molecules of molecular weight less than 400 Da (67). This high permeability of PCL coupled with the long controllable induction period prior to polymer weight loss enables the development of delivery devices that offer diffusion-controlled drug delivery (67). Increasing PCL crystallinity reduces the permeability of the polymer, thereby lowering the drug release rate. In particular, the slow rate of degradation of PCL renders it suitable for long-term delivery of therapeutic agents, for periods greater than 1 year (62, 84). Conversely, for many drug delivery applications, the degradation rate of PCL is too slow to directly influence drug release. Therefore, to increase the rate of degradation, PCL has been copolymerized with other more hydrophilic cyclic esters, including L-LA and γ-butyrolactone (23, 31). Additionally, it has been demonstrated that copolymerization of ε-caprolactone with hydrophilic segments

![Fig. 3.8 Chemical structure of poly(ε-caprolactone) (PCL)](O.A. Abu-Diak et al.)
such as poly (ethylene glycol) (PEG), methoxy poly (ethylene glycol) (MPEG) or poly(ethylene oxide)-poly(propylene oxide)-poly(ethylene oxide) (PEOPPO-PEO) can effectively change the hydrophobicity and improve the biodegradability of PCL (20, 29, 36). The properties of these copolymers can be controlled to exhibit various degradation rates and permeability behaviors. Moreover, the degradation rate of PCL may also be manipulated by addition of acidic and basic additives, which can facilitate polymer degradation (68). For example, the incorporation of oleic acid caused an increase in the rate of degradation that was proportional to the amount of acid added. An increased rate of degradation was also obtained with the addition of decylamine, as the amine functional group can launch a nucleophilic attack on the ester bond. Lin et al. (47) incorporated primary, secondary and tertiary alkylamines into PCL. Primary alkylamines caused the most rapid degradation, whereas the effect of the tertiary alkylamines was not significant. Inclusion of a polar phospholipid, phosphorylcholine (PC), into PCL (PC–PCL) effectively improved the hydrophilicity and biodegradability of PCL (57). It was shown that ibuprofen release rate was faster from PC–PCL matrix systems than that from PCL systems with drug release mechanism governed mainly by diffusion kinetics (48).

PCL has been employed for drug delivery to the eye. For example, a drug delivery system based on combinations of different molecular weights of PCL was developed (7). Increasing the proportion of high-MW PCL to low-MW PCL decreased the rate of degradation of PCL and consequently resulted in slowing down 5-FU release. These devices showed promising in vivo results for the treatment of proliferative retinopathy. Similarly, implants composed of PLGA-co-PCL were investigated in vivo and were found to inhibit inflammation in experimental uveitis by controlling cyclosporine A release, with no systemic or local toxicity (22).

A sustained release monolithic implant based on gabapentin (GBP)-loaded PCL matrices that produces constant plasma levels over a 1-week period was designed by melt-molding/compression procedure to overcome the clinical problems associated with the chronic treatment with gabapentin (GBP) (13). In vitro release studies showed that the uncoated implants displayed release profiles according to a pseudo-first order model. In order to further regulate the release, two sided coated implants where drug free layers would perform as membranes controlling the delivery rate were prepared. A more moderated burst effect and a relatively linear (zero-order) release between days 1 and 7 were apparent. Implants were investigated in vivo by inserting them subcutaneously in mice and the plasma levels monitored during 10 days. Findings indicated that after a more pronounced release during day 1 and the achievement of the levels in blood comparable to a twice a day intraperitoneal management, relatively constant levels were attained until day 7. Overall results support the usefulness of this manufacturing method for the production of implants to attain more prolonged GBP release profiles.

Combination of twin-screw extruder and injection molding technologies were efficient in producing a long term sustained release PCL implants containing praziquantel (PZQ), a broad-spectrum antiparasite drug (14). Uniform dispersion of the drug within the polymeric matrices were achieved whatever the drug
loadings (6.25–50%). X-ray diffraction analyses showed that PZQ exists primarily in its crystalline state in the fabricated implants. In vitro release studies showed that all implants, regardless of drug loading, exhibit similar release patterns and about 70% of PZQ was released after 365 days from PCL implants. It has been demonstrated that the release of PZQ was based on a gradual diffusion of the drug from the exterior to interior of the implants.

Poly(ε-caprolactone) can be used to fabricate implantable devices that can sustain drug release profiles for moderate and long terms. The drug release from poly(ε-caprolactone) based implants is diffusion controlled and depends on the molecular weight, crystallinity, and chemical modification of the polymer. Additionally, inclusion of additives to poly(ε-caprolactone) based implantable devices can modify the degradation rate of the polymer making these devices more flexible to be used in many drug delivery applications.

3.3 Conclusions

This chapter provides an overview of examples of hydrophobic polymers that are used in pharmaceutical industry and focuses on the applications of these polymers in the drug delivery systems. The diversity in the physicochemical properties of these hydrophobic polymers provides potential opportunities to develop drug delivery systems with tailored drug release profiles that can meet different clinical conditions and can improve the patient compliance, the cost effectiveness, and the safety profile of the drug. Based on the valuable clinical and economic benefits that the hydrophobic polymers can provide, it is expected that the significance of hydrophobic polymers as drug delivery systems will continue to evolve in the near future.
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Chapter 4
Hydrogels

Hossein Omidian and Kinam Park

Abstract  Hydrogels are crosslinked polymers with the ability to swell in an aqueous medium. Crosslinking in hydrogels occurs by chemical or physical means depending on the polymer properties and experimental conditions. Owing to a large variety in chemical structure and crosslinking methods, various hydrogels have been prepared for various applications in pharmaceutical and biomedical fields. This chapter begins with hydrogel classification, properties, and their methods of preparation. The chapter continues with intelligent hydrogels, which are able to respond to environmental changes such as temperature, pH, and solvent composition, by changing their dimensions. Hydrogel based on polysaccharides, hydrocolloids, and synthetic polymers are discussed accordingly. Finally, the chapter concludes with known hydrogel applications in the pharmaceutical area. These include superdisintegrants, ion exchanging resins, superporous hydrogels, hydrogel implants, hydrogel inserts, osmotic products (devices, implants, and tablets), as well as tissue expanding hydrogels and contact lenses.

4.1 Introduction

4.1.1 Hydrosol and Hydrogel

In a simple binary system of a polymer and a liquid, a sol is formed when the polymer–liquid interaction are more favored than both polymer–polymer and liquid–liquid interactions. If the polymer is hydrophilic and the liquid is water, the
product of the polymer–liquid interaction is called a hydrosol. The extent of this reaction is generally dependent on the polymer structure, functional groups, type, and amounts of ions in the polymer structure as well as in the solution, pH, and temperature. The dissolution of a hydrophilic polymer in water can be prevented by adding crosslinks via either a physical or a chemical process. A crosslinked hydrosol is called a hydrogel and can only swell in the surrounding liquid to a certain swelling ratio, depending on the number of crosslinks, i.e., the crosslinking density.

### 4.1.2 Physical and Chemical Gels

In physical gels, the nature of the crosslinking process is physical. This is normally achieved via utilizing physical processes such as association, aggregation, crystallization, complexation, and hydrogen bonding. On the contrary, a chemical process, i.e., chemical covalent crosslinking is utilized to prepare a chemical hydrogel. Figures 4.1 and 4.2 show different approaches to make physical and chemical hydrogels, respectively. While physical hydrogels are reversible due to the conformational changes, chemical hydrogels are permanent and irreversible as a result of configurational changes. More details about the hydrogels are found in Table 4.1.

![Physical Hydrogels](image)

**Fig. 4.1** Examples of physical hydrogels crosslinked by ion–polymer complexation (a), polymer–polymer complexation (b), hydrophobic association (c), chain aggregation (d), and hydrogen bonding (e)
4.1.3 Responsive Hydrogels

Hydrogels are also classified as shown in Table 4.2 in terms of their interaction with the surrounding environment, i.e., responses to the changes in pH, temperature, and the composition of the surrounding liquid. Depending on its structure, hydrogel can respond to environmental changes by changing its size or shape. Most important factors that trigger a hydrogel response are pH, temperature, and swelling medium. While nonionic hydrogels are almost insensitive to pH changes, ionic hydrogels display a dramatic change in size with the pH change. As far as the temperature is
Fig. 4.2 Methods to prepare chemical hydrogels

Table 4.1 Sol–gel (hydrosol–hydrogel) transition in physical and chemical hydrogels

<table>
<thead>
<tr>
<th>Physical hydrogels</th>
<th>Chemical hydrogels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrophobic association: isopropyl groups in poly(N-isopropyl acrylamide); methyl groups in methyl cellulose; propylene oxide blocks in (ethylene oxide)–(propylene oxide)–(ethylene oxide) terpolymers</td>
<td>Covalent crosslinking using olefinic crosslinkers containing unsaturated bonds or reactive functional groups</td>
</tr>
<tr>
<td>Ion–polymer complexation: acrylic-based hydrogels treated with calcium, aluminum, iron; sodium alginate treated with calcium and aluminum; poly(vinyl alcohol) treated with borax</td>
<td>Simultaneous polymerization and crosslinking: Acrylic acid or acrylamide, crosslinked with methylene bisacrylamide, ethylene glycol diacrylate, ethylene glycol dimethacrylate, poly(ethylene glycol dimethacrylate)</td>
</tr>
<tr>
<td>Polymer–polymer complexation: alginate and chitosan; gum Arabic and gelatin</td>
<td>Post-polymerization chemical crosslinking: Acrylic-based hydrogel, crosslinked with glycerin; gelatin cross-linked with glutaraldehyde; poly(vinyl alcohol) crosslinked with an aldehyde</td>
</tr>
</tbody>
</table>

Chain aggregation: heat treatment of hydrocolloids in water

Hydrogen bonding: poly(vinyl alcohol)/poly (vinyl alcohol) chains; poly(acrylic acid)/ polyacrylamide chains
concerned, hydrogels containing hydrophobic groups or those susceptible to chain aggregation respond to the temperature change to a great extent. Given the fact that solubility and swellability are driven by same forces, the response of the hydrogel to temperature change can be either direct or inverse. With the former, the solubility and swellability of the hydrogel can increase with increase in temperature, while an opposite trend is observed with inverse thermoresponsive hydrogels. Hydrogels can also change their size with the change in the composition of the swelling medium. Apparently the hydrogel response would be dramatic if the swelling medium contains salt and a nonsolvent. These facts are shown in Fig. 4.3.

### 4.1.4 Hydrogel Properties

Hydrogels are generally characterized by their ultimate capacity to absorb liquids (swelling thermodynamics), the rate at which the liquid is absorbed into their structure (swelling kinetics), as well as their mechanical property in wet or hydrated state (wet strength). Table 4.3 shows factors affecting the hydrogel properties among which, the crosslink density and the structural integrity (porosity, pore size and its distribution) have the most significant effect. Hydrogels

<table>
<thead>
<tr>
<th>Table 4.2</th>
<th>Examples of hydrogels responsive to changes in environmental factors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hydrogels responsive to:</strong></td>
<td><strong>Temperature</strong></td>
</tr>
<tr>
<td>(If the hydrogel is ionic)</td>
<td>(If the hydrogel can form hydrophobic association and chain aggregation)</td>
</tr>
<tr>
<td><strong>With increase in pH</strong></td>
<td><strong>With increase in temperature</strong></td>
</tr>
<tr>
<td>Swelling increases in anionic hydrogels containing carboxyl group such as poly(sodium acrylate) and sodium alginate</td>
<td>Solubility decreases in cellulose derivatives such as cellulose-based polymers containing methyl or hydroxypropyl groups and poly(N-isopropyl acrylamide)</td>
</tr>
<tr>
<td>Swelling decreases in cationic hydrogels containing amino groups such as poly(dimethyl aminoethyl) acrylate and chitosan</td>
<td>Solubility increases in hydrocolloids such as gelatin and agar agar</td>
</tr>
</tbody>
</table>
Fig. 4.3 Hydrogel swelling and hydrosol solubility dependence on (a) temperature, (b) pH, and (c) nonsolvent concentration
4 Hydrogels

4.2 Hydrogels in Pharmaceutical Applications

4.2.1 Inverse Thermoresponsive Hydrogels

The solubility and swellability of the hydrogels containing hydrophobic groups and segments is dependent on the temperature of the swelling medium. Polyacrylamide derivatives containing hydrophobic pendant groups display reverse temperature sensitivity. These are soluble in water at low temperature and become insoluble when temperature rises. This behavior is a result of a delicate balance between the hydrogen bonding and hydrophobic interactions, which depends on temperature. The transition temperature at which a water soluble polymer becomes insoluble is called the lower critical solution temperature (LCST), below which, the hydrogen bonding and above which, hydrophobic association prevails. Below and above the LCST, the hydrogel displays a sharp transition in size from a sol to a gel (a so-called sol–gel transition point). Hydrogels based on poly(N-isopropyl acrylamide) (polyNIPAM), cellulose derivatives, and ethylene oxide–propylene oxide–ethylene oxide terpolymers display this behavior. In subcutaneous or parenteral drug delivery, a solution dosage form containing a drug and a thermosensitive
polymer are injected into the patient’s body at room temperature. The polymer part of the dosage form then starts to gel at a higher body temperature, depending on its sol-gel transition temperature. Macromed, a US-based drug delivery company, has a delivery technology, ReGel®, based on ABA triblock copolymers in which the A and B blocks are poly(lactide-co-glycolide) and poly(ethylene glycol), respectively. ReGel® is a temperature sensitive and bioerodible hydrogel, which is intended for parenteral delivery [1].

4.2.1.1 Hydrogels Based on Acrylamide Derivatives

PolyNIPAM and its copolymer nanoparticles with acrylic acid have been prepared. The thermosensitive property of these hydrogels was shown to be manipulated by changing the molar ratio of the two monomers. The anticancer drug 5-fluorouracil (5-FU) was first loaded into both hydrogel nanoparticles with a loading efficiency as high as 4%. The release of the drug was found to be clearly dependent on temperature and pH [2]. A magnetic thermosensitive hydrogel has been prepared by incorporating superparamagnetic Fe₃O₄ particles into polyNIPAM hydrogels. A pulsatile drug release was remotely triggered and controlled by a high frequency alternating magnetic field [3]. Nanoparticles of poly(NIPAM-co-allylamine) and poly(NIPAM-co-acrylic acid) have been synthesized and crosslinked with glutaric dialdehyde and adipic acid dihydrazide, respectively. Dextran of different molecular weights were used as a macromolecular drug for the release study. While dextran was not released from a highly crosslinked polyNIPAM gel, its release from NIPAM–allylamine copolymer gel was found to be temperature dependent. Low molecular weight dextrans were released from the NIPAM–acrylic acid copolymer gel almost independent of temperature [4]. An optically responsive hydrogel for drug delivery has been developed based on gold nanoparticles (60 nm) coated with a thermally responsive biocompatible hydrogel (20–90 nm). The hydrogel is based on NIPAM and acrylic acid and its properties can be tailored to exhibit a LCST slightly above the body temperature. Drug loaded hydrogel could be photothermally activated by an exposure to light, which can be absorbed by the plasmon resonance of the gold nanoparticle cores [5]. Thermosensitive copolymer hydrogels of NIPAM and butyl methacrylate have been prepared and examined for indomethacin delivery. A zero order kinetic at 20°C indicates that swelling and chain relaxation are rate determining steps (Case II diffusion). The release kinetic was found to be sigmoidal at 10°C, where a faster drug release is attributed to a faster swelling and disappearing the glassy core of the hydrogel [6]. Hydroxyethyl, hydroxybutyl and hydroxyhexyl derivatives of methacrylate polymer, and their copolymers with NIPAM and acrylic acid have been prepared. The surface, mechanical, and swelling properties of these hydrogels were measured using a dynamic contact angle analysis, tensile analysis, and thermogravimetry, respectively. The thermal transition points including the $T_g$ and LCST were determined using modulated DSC and oscillatory rheometry, respectively. The drug chlorhexidine
diacetate was loaded into the hydrogels by immersing the hydrogel into the drug solution at a temperature below the LCST of the polymer [7].

### 4.2.1.2 PEG-Based Hydrogels

An aqueous solution of PEG–PLGA–PEG triblock copolymers at low molecular weight and specific composition has been shown to become gel at the body temperature. Drug release from these thermosensitive hydrogels has been examined in vitro by injecting the drug loaded polymer solution into a 37°C aqueous environment. Ketoprofen as a hydrophilic drug model was released over a 2 week period with a first order kinetic, while spironolactone, a hydrophobic model drug, was released over a two month period following a sigmoidal kinetic [8]. Gel paving hydrogels are locally applied or polymerized on vascular endoluminal surfaces and function as a physical barrier limiting deposition of cells and proteins, and hence reducing thrombogenicity. A thermoreversible and photopolymerizable gel paving system based on PEG-lactide hydrogels has been outlined [9]. A thermoreversible gel with gelling temperature close to the body temperature has been designed based on hyaluronic acid and poloxamer polymers. With an optimum hydrogel formulation, acyclovir could be released over a 6 h period [10].

A pH-sensitive and thermoresponsive hydrogel with higher swelling at higher pH and temperatures has been prepared based on hydroxyethyl chitin and polyacrylic acid. The hydrogel was claimed as an enteric delivery system for potassium diclofenac [11].

### 4.2.2 pH-Responsive Hydrogels

Polymers containing carboxyl groups or amino groups respond to the pH changes by changing their size in the swollen state. At low pH values, the carboxyl-containing anionic polymers display minimum ionization and hence reduced hydration. Once the pH of the swelling medium rises above the $pK_a$ of the polymer, the carboxyl groups start to ionize and hydrate, which results in polymer expansion and hence higher swelling. On the contrary, cationic polymers containing amino groups (quaternary ammonium salts) display a stronger ionization and hence higher swelling at low pH. Current commercial products and ongoing research activities are overwhelmingly focused on acrylic or methacrylic acid functional groups to make a pH-sensitive carrier. Commercial polymers such as Eudragit® L100-55, L30D-55, L100, or S100 are anionic polymers with methacrylic acid as functional group. These are dissolved at pH above 5.5, which provide drug protection at low pH and drug release at high pH environment, which makes them suitable for drug delivery in duodenum, jejunum, ileum, and colon area. Eudragit® E100 is, on the contrary, a cationic polymer based on butyl and methyl methacrylate containing...
dimethylaminoethyl methacrylate to provide a pH-sensitive functionality. The polymer is soluble in gastric juice and used for the taste or odor masking applications.

### 4.2.2.1 Acrylic Based Hydrogels

Silicone discs containing a pH-sensitive hydrogel have been used to release drugs with different water solubility and partitioning. The hydrogel granules were made of poly(acrylic acid), poly(ethylene oxide) interpenetrating networks; and salicylamide, nicotinamide, clonidine HCl, and prednisolone were used as the model drug. Owing to the anionic nature of the hydrogel blend, a bimodal release behavior was observed, a burst release at low pH and a high release later on at a higher pH medium. At high drug loading and at high pH medium, the release rate of clonidine HCl was reduced due to an ionic interaction with the carboxyl group of the IPN structure [12]. Hydrogels of glycidyl methacrylate dextran and poly(acrylic acid) have been prepared by UV irradiation for colon-specific drug delivery. The hydrogels displayed a pH-dependent swelling with the swelling capacity of 20 at the body temperature. The hydrogel displayed an enhanced swelling up to 45 fold in the presence of dextranase at pH 7.4, and is claimed as a dual sensitive drug carrier for sequential release in the gastrointestinal tract [13]. A pH-sensitive hydrogel has been prepared based on polyethylene glycol (PEG) and acrylic acid (AAc) in an aqueous solution utilizing gamma radiation. Swelling capacity of the hydrogel and the diffusion coefficient was found critically dependent on the pH and the ionic strength, respectively. Ketoprofen was used as a model drug to evaluate the hydrogel carrier for colon delivery at different pH [14]. An amphiphilic hydrogel has been prepared based on hydrophilic polyacrylic acid/hydrophobic polybutyl acrylate and tested for delivery of melatonin. The drug release was found pH dependent, and the burst effect associated with the hydrophilic networks was diminished due to the hydrophobic contribution of butyl acrylate [15]. Starch poly(acrylic acid-co-acrylamide) hydrogels have been prepared by physical mixing of the starch and polyacrylonitrile, followed by hydrolysis in the presence of sodium hydroxide. The hydrogel showed a swelling/shrinking cycle at pH 2 and 8, respectively. Poorly water soluble ibuprofen was released from the hydrogel much faster at the intestinal pH than at the gastric pH [16].

### 4.2.2.2 Methacrylic Based Hydrogels

An IPN network of poly(methacrylic acid) and poly(vinyl alcohol) crosslinked with glutaraldehyde has been prepared utilizing a water-in-oil emulsion system. The hydrogel displayed a pulsatile swelling behavior with the change in pH, and ibuprofen release was found dependent on the pH, crosslink density, and drug loading [17]. Two monomers of methacrylic acid and methacrylamide have been used to prepare hydrogels utilizing a free radical solution polymerization. The hydrogel was intended
for oral delivery of an antimalarial drug under physiological conditions. With high loading efficiency of about 98%, the amount of release in simulated gastric (pH 1.2) and colonic environment (pH 7.4) was extensively varied from 29 to 75% respectively [18]. A pH-sensitive hydrogel of hydroxyethyl methacrylate, methacrylic acid and ethylene glycol dimethacrylate was prepared, and its release behavior was examined utilizing a water-soluble drug (ephedrine HCl) and a water insoluble drug (indomethacin) [19].

4.2.2.3 Chitosan-Based Hydrogels

Enteric coated multiparticulate chitosan hydrogel beads with pH-sensitive property have been reported as potential orally administrable drug carriers for site specific colon delivery [20]. Satranidazole has been examined with this delivery system [21]. A water-soluble derivative of chitosan (2-carboxybenzyl chitosan) has been synthesized and characterized using FTIR, HNMR, and UV. The degree of carboxybenzyl substitution was determined using a colloid titration method. The hydrogel swelling was decreased with an increase in glutaraldehyde concentration, and was higher in basic medium than in acidic environment. The release of fluorouracil (5-FU), a poorly water soluble drug was found to be much faster at pH 7.4 than pH 1.0, which justifies the use of this hydrogel as a potential pH-sensitive carrier for the colon specific drug delivery [22]. A glutaraldehyde-crosslinked carboxymethyl chitosan hydrogel was prepared and its release behavior was tested using salicylic acid as the model drug. The hydrogel showed a significantly higher swelling capacity in alkaline than in acidic media [23]. A pH-sensitive semi-IPN hydrogel of N-carboxyethyl chitosan and 2-hydroxyethyl methacrylate was prepared via photopolymerization. The hydrogel showed a good mechanical strength in its hydrated wet state, claimed to be nontoxic and offered a prolonged release with 5-flourouracil as a model drug [24]. A hydrogel system composed of carboxymethyl chitosan (a water soluble derivative of chitosan) and alginate blended with genipin (naturally occurring crosslinker) has been developed for controlled delivery of bovine serum albumin. The protein was released up to 20 and 80% respectively at simulated gastric and intestine conditions, which suggests its application as a potential drug carrier for site-specific intestinal delivery [25].

4.2.2.4 Miscellaneous Hydrogels

Methacrylic anhydride and succinic anhydride derivatives of inulin have been synthesized via UV irradiation to produce a pH-sensitive hydrogel. Diflunisal at different concentrations was used as a model drug [26]. A pH-sensitive hydrogel of methyl methacrylate and dimethylaminoethyl methacrylate crosslinked with divinyl benzene was prepared and its release behavior was tested using a water soluble drug, aminopyrine [27]. Acrylamide has been grafted onto xanthan gum to prepare a pH-sensitive hydrogel network. Drug release from the hydrogels was
studied using ketoprofen. FTIR, DSC/X-ray, and SEM were respectively used to confirm grafting/hydrolysis, to determine the crystal nature of the loaded drug, and to monitor the porosity of the hydrogel structure. Different release behavior was observed at low and high pH conditions [28].

4.2.3 Natural Polymer Based Hydrogels

Drug release from a controlled release platform is practically controlled by a delicate balance of solubility and swellability (gelling properties) of the drug carrier. Depending on their source and structure, hydrocolloids offer a vast range of solubility and gelling properties in aqueous media. Moreover, rheological properties of the drug solutions, dispersions, or emulsions can also be modified using hydrocolloids or hydrocolloid hybrids. They are also well established as food ingredients in nutraceutical industries.

4.2.3.1 Cellulose Derivatives

As an important class of excipients, polysaccharides such as methyl cellulose (MC), carboxymethyl cellulose (CMC), and different grades of hydroxypropyl methylcellulose (HPMC) have found numerous applications as binder, disintegrant, and most importantly as a controlled release platform. HPMC polymers offer different solubility and gelling properties, which are critically dependent on the degree of substitution, hydroxypropyl content, molecular weight, and temperature. Currently, there are about 130 drugs in the US market, which contain HPMC (hypromellose) as a matrix of controlled delivery. These include simvastatin niacin extended release (Simcor®), carbamazepine extended release (Carbatrol®), fluvastatin sodium (Lescol®), alprazolam (Zanax XR®), niacin, and lovastatin (Advicor®) [29]. Different grades of HPMC with different viscosities were used to study the release of buflomedil pyridoxal phosphate. Study of HPMC hydrogels coated with an impermeable membrane shows that the drug release is not affected by the polymer viscosity, but it is very dependent on the contact area with the dissolution medium [30].

4.2.3.2 Hydrocolloids

Owing to their attractive solution properties, molecular weight, structure, and availability, various hydrocolloids such as alginate, xanthan, guar gum, and a few others have been added to the list of pharmaceutical excipients. They are used in designing new dosage forms and formulations, novel drug delivery systems, in
microparticle and microcapsule preparation, and to control the rheology of liquid (solution, suspension, and emulsion), semisolid (wax based), and solid dosage forms (powders).

Konjac, a plant extract gum, can be used as a thickener and gelling agent and is intended for colon specific drug delivery if blended with xanthan gum at a particular concentration [31]. Gellan, a microbial gum has been suggested as a swelling agent (in disintegration of ibuprofen tablets) [32], tablet binder [33], and a rheology modifier [34]. Gellan gum can be found in Timoptic-XE® 0.25% and 0.5% (timolol maleate) ophthalmic gel forming solution [29]. Carrageenan, a seaweed extract, has been claimed for capillary electrophoresis as a chiral selector [35] as well as for topical delivery systems (examined as a viscosity modifier in sodium fluorescein delivery) [36]. Carrageenan can be found in Vantin® (cefpodoxime proxetil) oral suspension [29]. Chitosan, an animal extract gum, has been tested as a taste masker [37], dietary fiber [38], drug delivery matrix [39, 40], protein and peptide delivery platform [41], disintegrant [42], absorption enhancer of macromolecular drugs [43], and used in emulsion-like solutions and creams [44], mucoadhesive delivery [45], microparticle formation [46], local or systemic delivery of drugs and vaccines [47], and for biomedical and cosmetic applications [48, 49]. Other polysaccharides have also been mentioned as a drug delivery carrier for different applications. These include alginate (for microencapsulation) [50, 51], scleroglucon (for theophylline release) [52], guar gum (as a tablet binder for paracetamol [53] and for colon specific delivery [54]), heparin (as an anticoagulant) [55], schizophyllan (in cancer therapy as immunostimulant) [56, 57] and xanthan (as rheology modifier [58], tablet binder [59], and swelling agent [60]). Xanthan gum can be found in many dosage forms in the US market including Tricor® (fenofibrate) 145 mg tablets, Pepcid for oral suspension, Pepcid® PRD orally disintegrating tablets (famotidine), and Renova® (tretinoin) cream 0.02% [29]. Sodium alginate is used in a variety of commercially available dosage forms such as Prolixin® (fluphenazine), Tolinase® (tolazamide) tablets, and Axic® (nizatidine) oral solution [29].

Hydrogels Based on Alginic Acid

Composite hydrogel of collagen and alginate has been used for ocular protein delivery. The hydrogel provides 11 days sustained release for bovine serum albumin in neutral buffer and supports corneal epithelial cell growth with good mechanical strength and transparency [61]. Sodium alginate/carboxymethyl guar gum hydrogels have been prepared via an ion complexation with barium ions. This anionic hydrogel has displayed swelling capacity of about 15 and 310% in simulated gastric (pH 1.2) and intestinal fluids (pH 7.4), respectively. The hydrogel was able to release 20 and 70% of its loaded vitamin B12 in gastric and intestinal medium respectively. Hydrogels crosslinked with 5 or 6 w/v% barium chloride solution displayed 50% loading efficiency [62].
Hydrogels Based on Guar Gum

Poly(vinyl alcohol) guar gum IPN hydrogels have been prepared utilizing glutaraldehyde as a crosslinker. It was shown that an increased crosslink density changes the release of nifedipine from Fickian to non-Fickian. The drug release was found to be dependent on the crosslink density, drug loading, and loading method [63]. A graft copolymer hydrogel of acrylamide and guar gum has been prepared utilizing glutaraldehyde as a crosslinker. It was loaded with two water soluble (verapamil hydrochloride) and water insoluble (nifedipine) antihypertensive drugs. The drugs were added into the hydrogel after crosslinking or incorporated during the hydrogel preparation [64].

Hydrogels Based on Chitosan

A transparent, water soluble and water miscible gel has been developed as an ointment base by dissolving 93% deacetylated chitosan F in a solution of lactic acid. Using rheological tests, the gel was proved to be stable when loaded with drugs such as clotrimazole, piroxicam, estradiol, progesterone, lidocaine HCl, or a sodium salt of heparin but loses its stability with metronidazole or suspending hydrocortisone [65]. The swelling behavior and in vitro release of nifedipine from alginate–chitosan hydrogel beads has been investigated. The hydrogels were prepared via ionotropic gelation and characterized by FTIR (structure) and SEM (morphology) [66]. Microcrystalline chitosan hydrogel alone and in combination with methylcellulose or Carbopol has been studied for the release of diclofenac-free acid and its salt. Drug release and rheological properties of the drug carrier were studied in the presence of hydrophilizing agents such as 1,2-propylene glycol and glycerol [67]. NaBO₃-treated chitosan with different molecular weights has been used to coat theophylline tablets to evaluate their sustained release properties. The release rate of theophylline was decreased with increasing the amount of coated chitosan and increased with decreasing the chitosan molecular weight [68]. Carboxymethyl–hexanoyl chitosan has been synthesized with desirable swelling properties and used as a drug carrier for amphiphatic agents. The hydrogel has both hydrophilic (carboxymethyl) and hydrophobic (hexanoyl) moieties, but the hydrophobic part retards the deswelling process, causing better water-retention properties. It was shown that partially hydrophobic drugs such as ibuprofen has better encapsulation efficiency in this hydrogel than in chitosan or carboxymethyl chitosan, which are more hydrophilic [69]. Chitosan-coated polyphosphazene-Ca²⁺ hydrogel have been prepared by dropping polyphosphazene into calcium chloride/chitosan gelling solution. With myoglobin as a model drug, an encapsulation efficiency of 93% has been obtained [70]. Chitosan grafted with acrylic acid and acrylamide have been prepared utilizing gamma irradiation. The hydrogels showed ampholytic and reversible pH responsive properties and claimed for controlled release of antibiotics (amoxicillin trihydrate) into the gastric medium.
The release is driven by the ratio of hydrogel swelling to erosion capacity [71]. Chitosan/tripolyphosphate and chitosan/tripolyphosphate/chondroitin sulfate core–shell biocompatible hydrogels have been prepared and used for the delivery of ofloxacin. It was shown that chondroitin sulfate as a second polyanion contributed to an increased mechanical strength of the hydrogel [72]. Release behavior of cimetidine from glutaraldehyde-crosslinked chitosan has also been studied [73]. An aqueous solution of photo-crosslinkable chitosan containing azide groups and lactose moieties containing paclitaxel has been reported to form an insoluble hydrogel following an ultraviolet irradiation for 30 s. The hydrogels effectively inhibited tumor growth and angiogenesis in mice. The study shows that chitosan hydrogel may be a promising site specific carrier for drugs such as FGF-2 and paclitaxel to control vascularization [74].

Hydrogels Based on Carrageenan

Betamethasone acetate, a water soluble model drug, has been loaded into a hydrogel blend of carrageenan and sodium alginate. Maximum loading was found to be dependent on temperature and pH as it appeared to be 71% at pH 4.8 and 55°C. The hydrogel was compared with two other similar systems of Ca-alginate and K-Carrageenan at different pH [75]. To enhance its therapeutic effectiveness, the hydrophobic anticancer drug, camptothecin, was solubilized in a cationic surfactant (dodecyltrimethylammonium bromide) and loaded into an anionic kappa-carrageenan hydrogel [76]. A repetitive pulsatile drug release was displayed when dibuacine hydrochloride as a model drug loaded into an erodible hydrogel system based on kappa-carrageenan. This behavior was attributed to the carrageenan oscillatory loss during the drug release process [77].

Scleroglucan-Based Hydrogels

In the presence of borax, scleroglucan can form a gel. The hydrogel has been used as a matrix for tablets loaded with three different model molecules, theophylline, vitamin B12, and myoglobin. The release pattern of the drug theophylline was also studied in gastric and intestinal conditions. Results showed that the scleroglucan hydrogel has the potential to be used in sustained release formulations, in which the drug release is dependent on the size of the drug molecule [78–80]. Borax treated scleroglucan polymer for delivery of theophylline has also been tested and proposed for delivery of vitamin B12 and myoglobin [81]. The efficacy of bFGF (basic fibroblast growth factor)–gelatin hydrogel complex for bone regeneration around implants has been studied for the development of a new drug delivery system [82].
Hydrogels Based on Hyaluronic Acid

Hyaluronan (HA) has the ability to control cell migration, differentiation, proliferation, and contribute to the invasiveness of human cancers. A study shows that a crosslinked hyaluronan can be used to investigate the sensitivity of cancer cells to antimitotic agents [83]. New hyaluronic acid (HA) based hydrogels has been developed by converting the HA to adipic dihydrazide derivative, followed by crosslinking with poly(ethylene glycol)-propionialdehyde. Dried film of this hydrogel could swell sevenfold in volume in buffer in less than 2 min. Morphology and enzymatic degradation of hydrogel by hyaluronidase were examined using SEM and a spectrophotometric assay. This novel biomaterial has been claimed for controlled release of therapeutic agents at wound sites [84].

Pectin Based Hydrogels

Drug release from high methoxy pectin has been studied in terms of tablet compression force, amount, and type of pectin. The drug release was found to be unaffected by compression force [85]. Acrylamide grafted pectin was characterized by FTIR, DSC and X-ray diffraction. The polymer was crosslinked with glutaraldehyde and tested for salicylic acid release using a Franz diffusion cell. A grafted hydrogel displayed better film-forming properties than pectin [86]. Hydrogel membrane based on pectin and polyvinylpyrrolidone have been prepared by physical blending and conventional solution casting methods. The release of salicylic acid was monitored at different aqueous media using a UV–Vis spectrophotometer at 294 nm wavelength. The presence of secondary amide, decrease in crystallinity at higher PVP ratio, increased $T_g$ of pectin-PVP blend and hydrogel cytocompatibility was shown by FTIR, XRD, DSC and B16 melanoma cells respectively [87]. Amidated pectin complexes with calcium were used in preparation of a multiparticulate system with the potential for site-specific colon delivery. Indomethacin and sulphamethoxazole release was found to be dependent on the pH and drug loading. Although drug release in both low and high pH media was higher for a more water-soluble drug, it was significantly reduced when particles were coated with chitosan [88].

Miscellaneous Hydrocolloid-Based Hydrogels

IPN hydrogels of acrylamide and gelatin were prepared and their swelling in water and citric acid phosphate buffer at various pH studied. More specifically, the hydrogel swelling behavior at physiological pH was studied in the temperature range of 25–60°C [89]. Agarose hydrogel nanoparticles prepared in an emulsifier-free dispersion system have been claimed for protein and peptide delivery. A study with ovalbumin protein has shown a temperature dependent, diffusion controlled release [90]. Dextran based hydrogels for controlled drug release and tissue
engineering have also been reviewed [91]. Inulin hydrogel has been prepared by
derivitizing a vinyl containing inulin (methacrylated inulin) followed by free
radical polymerization with redox initiating systems. It was characterized using
linear oscillatory shear measurement (for gelation), dynamic mechanical analysis,
and solution viscosity [92, 93].

4.2.4 Nonionic Synthetic Hydrogels

Hydrogels of this class do not carry functional groups, and hence they are not
sensitive to the pH of the swelling medium. As a result, their swelling will be solely
governed by the polymer–liquid interaction forces, which determine the polymer
solubility in the liquid medium. These hydrogels are generally based on
hydroxyethyl methacrylate, acrylamide, ethylene oxide, ethylene glycol, and
vinyl pyrrolidone. Owing to the lack of electrostatic forces that operate in the pH
sensitive hydrogels, these hydrogels swell to a limited extent.

4.2.4.1 Hydrogels Based on Hydroxyethyl Methacrylate

Poly (2-hydroxyethyl methacrylate) (polyHEMA) is known as a biocompatible
polymer, which resists biodegradation and microbial attack. Copolymers of this
polymer have been used as a subcutaneous reservoir hydrogel implant, capable of
long term delivery of predetermined doses of various active compounds [94].
Hydrogel sponges were prepared based on HEMA and ethylene glycol dimetha-
crylate (EGDMA), and characterized for iontophoretic drug delivery. The effect of
different sterilization techniques, gamma irradiation, ethylene oxide, and autoclave
on hydrogel properties has been examined [95]. A biomedical membrane based on
HEMA and p-vinylbenzyl-poly (ethylene oxide) (V-PEO) macromonomer has been
synthesized utilizing photoinitiation polymerization. Infrared, thermal, and SEM
analysis was used for the hydrogel characterization. The study showed that the
V-PEO content could affect the thermal stability and hydrophobicity of the HEMA
hydrogel. The hydrogel containing the highest PEO content was used to study the
release of an antibiotic as a potential transdermal antibiotic carrier [96]. A hydrogel
based on HEMA and N,N'-dimethyl-N-methacryloyloxyethyl-N-(3-sulfopropyl)
ammonium betaine has been studied with sodium salicylate as a model drug [97].
Thin films of a novel polyacrylate-based hydrogel were claimed to be a good drug
carrier in orthopedic field. HEMA, poly(ethylene glycol) diacrylate, and acrylic
acid were used to prepare hydrogels utilizing an electrochemical polymerization.
X-ray photoelectron spectroscopy and water content measurement were used to
characterize the structure and swelling behavior of the hydrogels [98]. Feasibility of
using solid hydrogels of EGDMA-crosslinked HEMA and crosslinked dextran has
been studied for injecting drugs in to the eye upon application of low current
iontophoresis. The hydrogels were examined for their mechanical suitability,
absorption of drug solution, and in vitro release properties into a solid-agar surface [99]. The HEMA hydrogels have been tested for the release of dexamethasone phosphate [100] and gentamicin sulfate [101] into healthy rabbit eyes. The drug loss and side effects associated with eye drops could potentially be alleviated by using disposable soft contact lenses based on HEMA. The contact lens is loaded with the drug in a microemulsion system stabilized with silica, and releases the drug for 8 days at the therapeutic level. The delivery rates could be tailored by controlling the particle size and the drug loading [102].

4.2.4.2 Poly (Ethylene Glycol) Hydrogels

Bovine serum albumin and poly(ethylene glycol) were polymerized and used as a controlled release system for soluble, hydrophobic, even protein drugs. The study shows that the hydrogel has a very high water content (>96%) and releases the drug by a diffusion-controlled mechanism. Drugs such as theophylline, lysozyme, and hydrocortisone have been tested [103]. In order to modulate the release properties, the hydrogel thickness and its composition was also changed [104]. A poly(ethylene glycol) based copolymer hydrogel containing multiple thiol (–SH) groups has been claimed as a suitable carrier for protein delivery, offering sustained release feature of 2–4 weeks and prolonged biological activity [105]. An acrylated poly(ethylene glycol)-poly(propylene glycol) amphiphilic hydrogel polymer has been developed utilizing inverse emulsion photopolymerization. The matrix contains hydrophobic propylene glycol domains, which can incorporate hydrophobic drugs. Doxorubicin has been incorporated to a 9.8w/w% level [106]. Poly(ethylene oxide) gels crosslinked by urethane bonds have been studied for the release of acetaminophen and caffeine. The study showed an inverse correlation between the release and the hydrogel crystallinity, which is perturbed even at low drug concentrations. With acetaminophen, this behavior has been attributed to drug hydrogel complexation. Hydrogel crystallinity and structural transition were studied using small and wide angle X-ray scattering [107, 108]. PLGA-PEG-PLGA polymers with molecular weight of 3 K–7 K have been synthesized from L-lactide and glycolide as well as PEG with molecular weight of 1 K–4.6 K. A dynamic viscoanalyzer and fluorescence spectroscopy were used to investigate the sol–gel transition of the hydrogel system and to understand the gelling mechanism of the hydrogel respectively. Ceftazidime was used for the controlled release study [109].

4.2.4.3 Hydrogels Based on Poly (Vinyl Alcohol)

Glutaraldehyde-crosslinked poly(vinyl alcohol) hydrogel films have been optimized for controlled delivery of theophylline in terms of crosslinker concentration, drug loading, and release mechanism [110]. Composite hydrogels of poly(vinyl alcohol) and PLGA have been prepared and suggested for long term protein delivery. Bovine serum albumin was encapsulated into PVA nanoparticles, and the
nanoparticles were then loaded into the PLGA microspheres. The composite hydrogel provided a two month delivery of BSA [111]. IPN hydrogels of polyacrylamide and poly(vinyl alcohol) have been prepared and tested for controlled delivery of crystal violet and bromothymol blue as model drugs [112]. In order to alleviate the associated problems with low encapsulation efficiency and high burst effect in biodegradable microcapsules, pentamidine/poly(vinyl alcohol) hydrogels were prepared via freeze-thawing, then microencapsulated in PLGA using a solvent evaporation technique [113].

4.2.4.4 Acrylamide Based Hydrogels

Drug binding ability of albumin has been utilized in preparing hydrogels of acrylamide crosslinked with bovine serum albumin and claimed to be the cause of sustained release of salicylic acid from the BSA-crosslinked hydrogel [114]. Copolymer hydrogel of acrylamide and itaconic acid was prepared and studied for the controlled release of paracetamol in aqueous media of varying pH [115]. Polymer blends made by electrochemical polymerization of polypyrrole onto polyacrylamide were intended as a controlled release device for the delivery of safranin. Drug release from this device was expected to be controlled by an electrochemical potential. Voltametry and Raman spectroscopy were used for hydrogel characterization [116]. Copolymer hydrogels of $N$-isopropylacrylamide, trimethyl acrylamidopropyl ammonium iodide, and 3-dimethyl (methacyroyloxyethyl) ammonium propane sulfonate have been developed. The release of caffeine was found to increase with hydrogel swelling. The anionic solute phenol red was found to strongly interact with the cationic hydrogel, and its release was hence found to be very slow [117].

4.2.4.5 Polyvinylpyrrolidone-Based Hydrogels

Polyvinylpyrrolidone iodine liposomal hydrogel has been suggested as a drug delivery platform for wound treatment in which antiseptic and moist treatment are desirable in the healing process. Compared to the normal PVP-iodine complex, the liposomal formulation was proven to enhance epithelization [118]. Ferrogels, gels containing ferromagnetic nanoparticles have been prepared based on polyvinylpyrrolidone via irradiation. Bleomycin A5 Hydrochloride, a wide spectrum anticancer drug was immobilized in the ferrogel and its release was studied in vitro [119]. A new micro particulate hydrogel has been obtained by gamma irradiation of poly $[N$-(2-hydroxyethyl)-DL-aspartamide]. With various concentrations of gastric enzymes, pepsin and alpha-chymotrypsin, the hydrogel degradation was not observed over a 24-h exposure period. The hydrogel was evaluated for oral delivery of an anti-inflammatory drug, diflunisal [120]. Polyvinylacetate diethylaminoacetate hydrogel has also been suggested for nasal delivery [121].
4.2.5 Superdisintegrants

Superdisintegrants are crosslinked hydrophilic polymers with the ability to swell in an aqueous medium. Although they are not as potent as super water absorbent polymers (with swelling capacity of 100–1,000 g/g), they have enough potency (swelling capacity of 10–40 g/g) to fulfill their task in the pharmaceutical dosage forms. The swelling power of a superdisintegrant is controlled by its backbone structure, the crosslink density, and the amount of substitution.

4.2.5.1 Hydrogels Based on Cellulose

Crosslinked carboxymethyl cellulose (sodium salt) is prepared by internal crosslinking (in the absence of a chemical cross linker) and carboxymethylation of cellulose. In fact, crosslinking is induced by partially changing sodium carboxymethyl groups to their free acids followed by heating. It has an anionic backbone with sodium as counterion, which causes the polymer swelling to be very sensitive to the pH, salts (mono, di, and trivalence) and the ionic strength of the swelling medium. Swelling power of this polymer is significantly reduced at low pH and in concentrated solution of salts especially in the presence of di- and trivalent cations. It is used in oral pharmaceutical formulations as a disintegrant for capsules, tablets, and granules.

4.2.5.2 Hydrogels Based on Polyvinylpyrrolidone

Crosslinked polyvinylpyrrolidone is prepared via a popcorn polymerization of vinyl pyrrolidone monomer. This polymerization method utilizes the excessive heat of polymerization to establish random crosslinking into the polymer structure. The polymer is essentially nonionic, and hence its swelling power is independent of the pH. The disintegrant is expected to reach its maximum swelling power independent of the type of salts in the swelling medium.

4.2.5.3 Starch-Based Hydrogels

Similar to the crosslinked CMC, the crosslinked starch glycolate (sodium slat) is an anionic polymer and produced by crosslinking and carboxymethylation of potato starch. Although other sources of starch including maize, wheat, and rice can also be used, the sodium starch glycolate from potato is preferred. More details on this class of crosslinked hydrogels are found in Table 4.4 [29, 122].
4.2.6 Ion Exchanging Hydrogels

Ion exchange resins are crosslinked polymers (some with hydrophilic and some with hydrophobic backbone) with anionic or cationic structures. While the crosslinked nature of the polymer allows absorption of the aqueous fluids into their structure, the ionic nature of these polymers allows exchanging their mobile ions with another cation or anion respectively. These hydrogels have found extensive applications in pharmaceutical industries as an active pharmaceutical ingredient to treat certain electrolyte imbalance (hyperkalemia), to reduce cholesterol (via sequestering bile acids), to taste-mask a drug, to control the drug release, to enhance drug stability, and to help dosage forms with their disintegration process. More details about this class of hydrogels can be found in Table 4.5 [29, 122].

4.2.7 Macroporous Hydrogels

One way to change the release properties of a typical hydrogel is to introduce porosity into its structure. The pores inside the hydrogel structure can be either isolated or interconnected. While both can offer a faster absorption and release compared to the conventional nonporous hydrogels, the latter offers a much faster absorption and release. Besides, the equilibrium swelling capacity of these hydrogels can be reached in seconds or minutes regardless of their size in the dry state. These hydrogels can be prepared using hydrophilic, ionic, nonionic, or even hydrophobic monomers through simultaneous polymerization and crosslinking processes. Acrylamide, acrylic or methacrylic acid and their salts, vinyl pyrrolidone, NIPAM, hydroxyethyl methacrylate, and more have already been

---

Table 4.4 Examples of commercial superdisintegrants

<table>
<thead>
<tr>
<th>Crosslinked carboxymethyl cellulose</th>
<th>Sodium croscarmellose</th>
<th>Diltiazem hydrochloride; clarithromycin (Biaxin)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ac-Di-Sol® (FMC Biopolymer);</td>
<td>Primellose® (DMV-Fonterra)</td>
<td>Filmtab®; niacin (Niacor®); fenofibrate</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Triglide®); sildenafil citrate (Viagra®); atorvastatin calcium (Lipitor®); celecoxib (Celebrex®); fexofenadine HCl (Allegra®); ibuprofen (Motrin®); oxazepam (Serax®)</td>
</tr>
</tbody>
</table>

Crosslinked polyvinylpyrrolidone is used in more than 100 drugs in the US market

<table>
<thead>
<tr>
<th>Crosspovidone</th>
<th>Kollidone CL®, CL-M® (BASF); Polyplasdone XL®, XL10® (ISP)</th>
<th>Amoxicillin (Amoxicill®); rosvustatin Calcium</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(Crestor®); diphenhydramine (Benadryl®); fenofibrate (Tricor®); metformin HCl (Glumetza®); alprazolam (Niravam®); omeprazole (Prilosec®)</td>
</tr>
</tbody>
</table>

Crosslinked starch glycolate is used in more than 155 drugs in the US market

<table>
<thead>
<tr>
<th>Primojel® (DMV-Fonterra)</th>
<th>Acyclovir (Zovirax®); theophylline (Theo-Dur®); diltiazem (Cardizem® LA); cimetidine (Tagamet®); fenofibrate (Lipofen®); metoprolol tartrate (Lopressor®)</th>
</tr>
</thead>
</table>
used in preparation of superporous hydrogels [123–125]. Owing to their unique swelling properties, this class of hydrogels has been found to be attractive enough for more specific pharmaceutical and biomedical applications where another important property, mechanical strength is very much desirable. Hydrogels in general and porous hydrogels in particular suffer from weak mechanical strength in their wet or hydrated state. Approaches have been taken to enhance hydrogel mechanical properties, among which IPN structures comprising a synthetic monomer and a hydrocolloid have found to be the most effective [126–128]. With this approach, an aqueous monomer solution containing an iono-gelling hydrocolloid is polymerized in the presence of a chemical crosslinker and treated with salts afterward. Salts can change the semi-IPN structure of the hydrogel to a full IPN hydrogel with enhanced wet strength. Alternatively, various concentrations of different salts can be used to manipulate the hydrogel mechanical properties [129–131]. These hydrogels have so far been investigated as a controlled release platform for proteins [132–134], as a gastroretentive platform to enhance bioavailability of the drugs with narrow absorption window [127] as well as a tablet superdisintegrant [135].

### 4.2.8 Other Hydrogel Products

#### 4.2.8.1 Hydrogel Implants

Histrelin acetate (Supprelin LA®, Vantas) subcutaneous implant is a long term delivery platform for the nonapeptide histrelin acetate. The drug is used to treat the symptoms of advanced prostate cancer and is released from this synthetic nonbiodegradable platform over a 12-month period. The hydrogel platform
(3.5 cm × 3 mm cylinder) is composed of 2-hydroxyethyl methacrylate, 2-hydroxypropyl methacrylate, trimethylolpropane trimethacrylate, and other nonpolymeric additives [29].

### 4.2.8.2 Hydrogel Inserts

The vaginal insert Cervidil® is composed of a crosslinked polyethylene oxide/urethane polymer (rectangle shape, 29 mm × 9.5 mm × 0.8 mm) and has been designed to release dinoprostone at about 0.3 mg/h in vivo. Once placed in a moist environment, the platform swells and releases the drug [29].

### 4.2.8.3 Osmotic Devices

Ionsys™ provides 40 μg dose of fentanyl per activation, which takes about 10 min. The system has two hydrogel reservoirs. The anode hydrogel contains fentanyl HCl and the cathode hydrogel contains inactive excipients including polacrilon and poly(vinyl alcohol) [29].

### 4.2.8.4 Osmotic Implants

Viadur® (leuprolide acetate implant) is a sterile nonbiodegradable implant (45 mm × 4 mm, 1.1 g) that has been designed to deliver leuprolide acetate over a 12-month period. The implant utilizes Alza’s Duros technology and is inserted subcutaneously. The platform is composed of a polyurethane rate controlling membrane, an elastomeric piston, and a polyethylene diffusion moderator [29]. The osmotic force, which drives long-term delivery of the active, is originated from the osmotic tablets composed of sodium chloride, sodium carboxymethyl cellulose, and povidone.

### 4.2.8.5 Osmotic Tablets

Paliperidone is an atypical antipsychotic medication for the acute and maintenance treatment of schizophrenia. Invega® is an osmotically driven delivery system (in tablet form), which uses osmotic pressure to deliver paliperidone at a controlled rate. The delivery system is composed of a trilayer core (osmotically active), subcoat, and a semipermeable membrane and has two laser-drilled orifices on the drug layer. In an aqueous environment, water enters the tablet through the semipermeable membrane at a controllable rate. The hydrophilic polymers of the core generally poly(ethylene oxide) hydrate and swell and create a gel mass containing paliperidone, which is pushed out of the tablet orifices [29]. Concerta®, Ditropan®XL, and Glucophage®XR utilize a similar concept to deliver methylphenidate HCl (a central nervous system
4.2.8.6 Tissue Expanders

The idea of growing extra skin for reconstructing purposes is a neat one. Conventionally, a silicone rubber is inserted subcutaneously, and then is filled with saline to stretch the skin and to induce its growth. Silicone expanders are used for breast reconstruction and deformities, damaged skins, burns, scars, skin cancer, and more. In order to stretch the tissue to the desired size, the balloon needs to be filled with saline over and over, which may cause infection and rejection by patients. Osmed, a Germany based company has utilized a similar concept except the balloon is self inflated and it is not filled with fluids. The Osmed expander is a crosslinked copolymer of methyl methacrylate and \(N\)-vinyl pyrrolidone similar to the materials used in soft contact lenses. It absorbs the fluid from surrounding tissues and swells to 3–12 times its own volume. The slow swelling expanders are supplied as rectangle, round and cylinder with swelling time ranging from 10 to 180 days, while the faster ones are supplied as semi sphere, sphere and pin with swelling time of a few days [136–138]. Alternatively, the liquid contents of a conventional silicone expander can be converted to a semisolid mass to minimize the fluid leakage from the device. Hydrogels based on crosslinkable macromonomers with polymerizable end-groups are under development for breast reconstruction applications [139].

4.2.8.7 Contact Lenses

A contact lens material should have a combination of properties such as ease of manufacturing, FDA acceptability, wetability, and permeability. There are generally three types of contact lenses, i.e., hard, soft, and gas permeable (GP or RGP). Hard lenses are originally based on poly(methyl methacrylate) and their service temperature is below the polymer glass transition temperature. To make the lens material, methyl methacrylate monomer is polymerized in bulk in the presence of crosslinker and initiator via a radiation technique (ultraviolet or infrared). Hard lenses prepared in this way are then cut with a precision lathe. Hard lenses are now obsolete and have been replaced by soft and gas permeable lenses. Soft contact lenses are typically formed via a simultaneous polymerization and cast molding or spin casting. These are generally based on 2-hydroxyethyl methacrylate with either \(N\)-vinyl pyrrolidone or methacrylic acid monomer, crosslinked with ethylene glycol dimethacrylate. Alternatively, soft lenses are manufactured based on polydimethylsiloxane, so called siloxane lenses. Focus Night and Day® (Ciba Vision), Acuvue Oasys® (Vistakon) and PureVision® (Bausch and Lomb) are silicon based hydrogel lenses. Some recently approved soft contact lenses by the FDA are Omafilcon A® (a copolymer of 2-hydroxyethyl methacrylate and 2-methacryloyloxyethyl phosphorylcholine).
crosslinked with ethylene glycol dimethacrylate), Methafilcon A® (a hydrophilic copolymer of 2-hydroxyethyl methacrylate and methacrylic acid, crosslinked with ethylene glycol dimethacrylate), and Hioxifilcon A® (ultrahigh-molecular-weight random copolymer of 2-hydroxyethyl methacrylate and 2,3-dihydroxpropyl methacrylate (glycerol methacrylate) crosslinked with ethylene glycol dimethacrylate [140]). Some recently approved gas permeable contact lenses are Pahrifocon A® (a crosslinked copolymer of acrylate, silicone acrylate, and fluorosilicone acrylate monomers, dimers and oligomers), Hexafocon A®, Enflufocon B®, and Enflufocon A® (aliphatic fluoroitaconate siloxanyl methacrylate copolymer available with or without UV blocker) [140].

4.3 Conclusion

Swelling and mechanical features of hydrogel polymers have enabled them to find extensive applications in traditional, modern, and novel pharmaceutical area. Desirable hydrogel properties for a given application can be achieved by selecting a proper hydrogel material, crosslinking method, as well as processing techniques. These biocompatible materials are currently used in pharmaceutical dosage forms as superdisintegrant, ion exchangeable material, and controlled release platform. On the contrary, nondisposable hydrogels with longer term of service have found applications as biomedical inserts and implants. Superporous hydrogels are an exclusive class of hydrogels that can potentially be used for both short- and long term applications including superdisintegrant, controlled release platform, and a gastroretentive drug delivery system.
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Chapter 5
Biodegradable Polymers in Drug Delivery Systems

Jamie Tsung and Diane J. Burgess

Abstract This chapter is focused on the use of biodegradable polymers in long acting injectable drug delivery systems with an emphasis on marketed products. An overview is provided of how the chemical structures and physical properties of these polymers impact functionality of drug delivery systems and how to strategically select polymers for different applications. Detailed examples of biodegradable drug delivery systems are discussed with respect to routes of administration and disease states. The reader will gain information on polymer selection for different applications and on how to integrate knowledge of materials science and formulations to strategically design drug delivery systems for different pathological states.

5.1 Introduction

During the past several decades, considerable research and development efforts have focused on biodegradable polymers for biomedical applications [1]. Medical applications of biodegradable polymers range from sutures in wound management to antiadhesive coating agents in stent devices [18, 26, 31–33, 41, 53]. The first suture using a synthetic polymer, polyglycolide suture (Dexon™), was introduced in 1969. Owing to the availability of safety and long-term clinical data, and their predictable degradation profiles, biodegradable polymers have been utilized in various controlled drug delivery systems [13, 29].

Controlled drug delivery can involve both rate and target control [6, 42], allowing for predictable dissolution rates, optimizing drug release to achieve concentrations...
within the therapeutic index in vivo, and targeting of specific cells, tissues, and organs. Consequently, controlled drug delivery is able to reduce the frequency of administration, reduce systemic side effects, and increase patient compliance. Controlled drug delivery is flexible and can utilize various routes of administration routes, including the oral, buccal, transdermal, ocular, nasal, pulmonary, and parenteral routes. However, the need for biodegradable polymeric delivery systems is mainly in the parenteral area.

Numerous parenteral, polymeric controlled delivery technologies have been successfully developed and validated, and many products are currently on the market, including nanoparticle systems, microspheres, hydrogel implants, and prodrugs [22, 38, 40, 47]. These systems are administered via intravenous, subcutaneous, and intramuscular injection. Biodegradable polymer delivery systems degrade safely in the body, eliminating the need for surgical extraction. In addition, biodegradable polymers tend to have improved biocompatibility with respect to foreign body response compared to nondegradable polymers.

In 1989, the US Food and Drug Administration (FDA) approved the first biodegradable polymeric controlled drug delivery system Lupron® Depot for the treatment of advanced prostate cancer [2]. Lupron® Depot is leuprolide encapsulated into poly(D,L-lactide-co-glycolide) (PLGA) microspheres. The depot is a suspension dosage form administered intramuscularly, providing long term leuprolide delivery. PLGA slowly hydrolyzes in the body, delivering leuprolide over periods of weeks to months. In recent years, numerous biodegradable polymeric delivery systems including Trelstar® Depot, Zoladex®, and Eligard® have been introduced into the market. Section 5.3 includes a detailed discussion of these delivery systems.

The aim of this chapter is to provide an overview of applications of biodegradable polymers in marketed parenteral drug delivery systems. Most of these applications are in the form of particulate and in situ controlled drug delivery systems. Formulation design and selection of biodegradable polymers as well as strategies for controlled delivery and targeting delivery are discussed.

5.2 Classification of Biodegradable Polymers

A polymer is a large molecule composed of many repeating smaller structural units called monomers that are connected by covalent chemical bonds. Biodegradation is the chemical breakdown of materials in a physiological environment where the material is degraded by enzymes or is hydrolysed [14, 46]. Depending on the source, biodegradable polymers are classified as either synthetic or natural (biologically derived). Examples of both kinds are listed in Table 5.1.

There are several requirements that must be met for biodegradable polymers to be used in parenteral drug delivery systems, as discussed by Naira and Laurencin [33]. Biodegradable polymers used in parenteral drug delivery systems should be naturally and completely eliminated from the body and the polymers and degradants
should be nontoxic and non immunogenic. They should also be compatible with the therapeutic agent(s) and excipients, and should not interfere with the therapeutic effects of the drug. From a manufacturing and CMC (chemistry, manufacturing and controls) standpoint, the polymer should be easy to synthesize and characterize, batches should be reproducible, and the polymer should be stable and easily sterilized. The manufacturing process should be simple and economic to manufacture and scale-up. From a business standpoint, polymers should be applicable to various drugs, including small molecules, proteins, and nucleic acid-based drugs.

### 5.2.1 Natural Polymers

Natural polymers, listed in the left column of Table 5.1, are present in plants or animals, as proteins and polysaccharides [41]. Most natural polymers are water-soluble and must be crosslinked to form a water insoluble polymer network. The extent of crosslinking can affect drug release rates from delivery systems prepared using these polymers. The crosslinking process can involve heat and/or the application of chemical agents, such as glutaraldehyde and 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide (EDC, carbodiimide) [34]. EDC reacts with the amine and carboxyl groups on the polymer to form amide groups. Glutaraldehyde reacts with the amine groups on polymer to form a Schiff base.

Natural polymers vary in molecular weight and composition and hence can exhibit considerable lot to lot variability. They are less pure and their physicochemical properties are less easy to control when compared to synthetic polymers. In addition, they can elicit a strong immunogenic response. Most natural polymers undergo enzymatic degradation in vivo. Degradation of natural polymers depends on the degree of crosslinking and other physicochemical properties of natural polymers such as purity, and molecular weight, as well as the availability and concentration of enzymes at the local in vivo site. These conditions affect the drug release profile from delivery systems prepared using natural polymers. Natural polymers typically lack a reproducible degradation rate and typically have a short drug release half life. Collagen and gelatin are the most common natural polymers used in marketed products, and these are discussed below.

<table>
<thead>
<tr>
<th>Natural biodegradable polymers</th>
<th>Synthetic biodegradable polymers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proteins: collagen, gelatin, albumin, elastin, fibrin</td>
<td>Polyesters: Poly(glycolic acid), Poly(lactic acid), Poly(lactic-glycolic acid), Poly(caprolactone) (PCL)</td>
</tr>
<tr>
<td>Polysaccharides: chitosan, dextran, alginate, hyaluronic acid</td>
<td>Polyanhydrides</td>
</tr>
<tr>
<td></td>
<td>Polyorthoesters</td>
</tr>
<tr>
<td></td>
<td>Polyurethanes</td>
</tr>
<tr>
<td></td>
<td>Tyrosine-derived polycarbonates</td>
</tr>
<tr>
<td></td>
<td>Polyphosphazenes</td>
</tr>
</tbody>
</table>
5.2.1.1 Collagen

Collagen is a fibrous protein found in connective tissue. Collagen consists of three polypeptide chains intertwined to form a right handed triple helix (tertiary structure). Each of the individual polypeptide chains forms a left handed helix (secondary structure). There are more than 22 different types of collagen currently identified in the human body. Type I collagen is the most abundant protein present in mammals and is the most thoroughly studied protein. The three polypeptide subunits of Type I collagen have similar amino-acid compositions. Each polypeptide is composed of about 1,050 amino acids, containing approximately 33% glycine, 25% proline, and 25% hydroxyproline with a relative abundance of lysine.

Native collagen is water insoluble, and for many pharmaceutical applications collagen is modified to improve its water solubility. Collagen undergoes enzymatic degradation in the body via enzymes, such as collagenases and metalloproteinases. Drug release from collagen matrices is controlled by varying the degree of crosslinking and other physical properties such as porosity, density, and degree of degradation by enzymes in vivo.

Collagen is a major component of the extracellular matrix and natural collagen is, therefore, an ideal matrix material for tissue engineering and wound dressing applications. Product examples include AlloDerm® and Sulmycin® implants, applications of which are discussed in Sect. 5.3.

5.2.1.2 Gelatin

Gelatin, denatured collagen, is a modified natural polymer formed by hydrolysis of fibrous insoluble collagen. Gelatin is typically isolated from bovine or porcine skin or bone by partial acid hydrolysis (Type A) or partial alkaline hydrolysis (Type B) [43]. This processing breaks up the collagen tripolypeptide, generating single polypeptide chains.

Structurally, gelatin molecules contain repeating sequences of glycine–X–Y triplets, where X and Y are frequently proline and hydroxyproline. These sequences are responsible for gelatin’s ability to form a gel when saturated by water. Gelatin is zwitterionic, since it contains amino acids bearing acidic carboxyl (glutamic and aspartic acid) side chains, and basic ε-amino (lysine), guanidinium (arginine) and imidazole (histidine) groups. The isoelectric point (pI) of gelatin molecules is defined as the pH value at which the net average charge due to ionization of the acidic and basic groups is zero.

Similar to collagen, preparation of gelatin often presents lot-to-lot variability including a distribution of polypeptide fragments of different sizes, different isoelectric points (pI), and different gelling properties. Consequently, the physiochemical properties of gelatin vary depending on the method of extraction, the amount of thermal denaturation employed, and electrolyte content of the resulting material. To overcome the variable nature of gelatin preparations, manufactured recombinant
gelatins have been introduced [35]. Recombinant technology eliminates many of the variables and drawbacks associated with tissue derived material. This allows the production of gelatins with defined molecular weights and pIs, guaranteed lot to lot reproducibility, and the ability to tailor the molecule to match a specific application.

Gelatin is usually crosslinked to form a water insoluble polymer network. Gelatin has relatively low antigenicity, so it is useful in parenteral dosage forms. Gelatins have been used commercially as plasma expanders, vaccine bases, and absorbable sponges (e.g., Gelfoam® or Spongel®).

### 5.2.2 Synthetic Polymers

In the first half of twentieth century, development of materials synthesized from glycolic acid and other α-hydroxy acids was abandoned because the resulting polymers were unstable for long-term industrial uses. However, this instability, leading to biodegradation, has proven to be immensely important in medical applications over the last three decades. The second column of Table 5.1 lists common synthetic biodegradable polymers currently in use for research and commercial applications [16]. Synthetic polymers have predictable and reproducible degradation rates and controlled release profiles that overcome some of the disadvantages of natural polymers.

Table 5.2 lists the pros and cons of natural and synthetic polymers [29]. Synthetic polymers which contain only a single type of repeating unit are known as homopolymers. Homopolymers can be further classified as hydrophilic or hydrophobic based on their solubility in water.
as homopolymers, while polymers containing a mixture of repeating units are known as copolymers [23]. The physical properties of polymers depend on the structure of the polymer, including the type of monomer, the length of the chain and arrangement of monomers within the polymer. For example, custom design of the branching of the polymer chains can alter intermolecular forces and consequently affect bulk physical polymer properties. In general, long-chain branches may increase polymer strength, toughness, and the glass transition temperature ($T_g$) due to an increase in the number of entanglements per chain. Similarly, altering monomer arrangement in a copolymer can be used to control physicochemical and mechanical properties, such as crystallinity, tensile strength, and degradation profile. Depending on comonomer content and method of synthesis, alternating, random, and block copolymers, and grafted copolymers can be produced [23].

A disadvantage of synthetic polymers is that they usually cannot bind with receptor binding ligands on cells. To overcome this obstacle, research on the conjugation of polymers with receptor binding ligands and natural polymers coated on synthetic polymers is gaining attention to achieve site specific delivery [12, 51].

The most common synthetic polymers used in marketed drug delivery applications are discussed below. Other listed in Table 5.1, e.g., poly(orthoesters), have not yet been commercialized.

5.2.2.1 Poly(α-esters)

Polyesters and their copolymers are the most commonly used polymers in parenteral drug delivery systems. The major disadvantages of this family of polymers should be addressed, including release of acidic degradation products, processing difficulties and limited range of mechanical properties. Degradation of polyesters is mainly by hydrolysis of ester linkages in the presence of water to release acidic degradation products. In general, incorporation of a buffer in polyester formulations containing protein and other acid labile therapeutics can improve the local environment by helping prevent acid catalyzed degradation. The limited range of mechanical properties can be addressed by incorporating other polymers.

PLA, PGA, and PLGA (Fig. 5.1(1))

Poly(lactic acid) (PLA) and poly(glycolic acid)(PGA) are homopolymers. The PLA homopolymer is stiff due to its highly crystalline nature, while PGA homopolymer is soft due to low crystallinity. Depending on the ratio of lactide to glycolide used for polymerization, different forms of poly(d,l-lactide-co-glycolide) (PLGA) ranging from mostly PLA to mostly PGA can be obtained [52].

The degradation period of PLGA is between days and years and is a function of the polymer’s molecular weight and the ratio of lactic acid to glycolic residues [40]. The higher the content of lactide units, the higher the molecular weight and crystalline content, and this results in slower degradation. PLGA undergoes hydrolysis in the body to produce the original monomers, lactic acid and glycolic acid.
The acidic environment resulting from degradation can be overcome by formulating with a buffer to balance the pH and improve drug stability (e.g., for protein or peptide drugs) [50]. Since the two monomers are by-products of metabolic pathways in the body, there is minimal systemic toxicity associated with using PLGA for drug delivery or biomaterial applications.

Polymers prepared from glycolic acid and lactic acid are extensively used in biomedical applications, such as grafts, sutures and implants. Examples include polyglycolide suture (DEXON™) and PLGA used in sutures, surgical pins, and staples (i.e. Vicryl®, Quiet™ sutures or staples) [40, 52].

Poly(ε-caprolactone) PCL

PCL is an aliphatic poly(α-hydroxy acid) and semicrystalline polymer (Fig. 5.1(2)). The monomeric unit ε-caprolactone is relatively inexpensive and much research is

---

Fig. 5.1 Structures of biodegradable polymers. (1) PLGA. (2) Poly(ε-caprolactone). (3) Poly [(carboxyphenoxy propane)-(sebacic acid)] (PCPP-SA)
focused on polycaprolactone. The degradation of poly(ω-hydroxy acids) depends on chemical hydrolysis of hydrolytically labile aliphatic ester linkages. Owing to its slow degradation, high permeability to many drugs and nontoxicity, PCL was initially investigated as a long term drug delivery vehicle, for example, the long-term contraceptive device Capronor®. This biodegradable PCL capsule device was implanted subdermally and was capable of long term zero order controlled release of levonorgestrel. PCL alone is stiff and has a slow degradation profile. A block copolymer of ε-caprolactone with glycolide offers reduced stiffness compared with pure PGA, and is sold as a monofilament suture by Ethicon, Inc., under the trade name Monocryl™. In 2009, the FDA also approved the commercial Monocryl Plus antibacterial suture (poliglecaprone 25).

5.2.2.2 Polyanhydrides

Polyanhydrides are characterized by aliphatic anhydride bonds that connect the monomer units of the polymer chain [21]. The hydrolytically labile backbone coupled with the hydrophobicity of the polymer precludes water penetration into the matrix, allowing polyanhydrides to undergo surface erosion. In vivo, polyanhydrides degrade into nontoxic diacid monomers that can be metabolized and eliminated from the body.

Aliphatic polyanhydrides were introduced in 1932 as fiber forming polymers for textile applications. Owing to their hydrolytic instability and surface eroding nature, Langer et al. investigated this class of polymers for controlled drug delivery applications in the 1980s. Owing to its safe degradation, poly[(carboxyphenoxyp propane)-(sebacic acid)] (PCPP-SA) (Fig. 5.1(3)) was used as a localized delivery vehicle for controlled delivery of the chemotherapeutic agent carmustine (BCNU) in the treatment of brain cancer (Gliadel®). A copolymer of 1:1 sebacic acid and erucic acid dimer is used in the polyanhydride implant (Septacin®) that contains gentamicin sulfate and was developed for sustained local delivery in the treatment of osteomyelitis.

5.3 Biodegradable Polymeric Drug Delivery

Biodegradable polymeric drug delivery systems are beneficial in treating many disease states, and are presented in various dosage forms. Table 5.3 lists currently marketed biodegradable polymeric drug delivery systems, indications for use, and durations of action.
<table>
<thead>
<tr>
<th>Polymer</th>
<th>Product name</th>
<th>Therapeutic</th>
<th>Treatment</th>
<th>Duration of action</th>
<th>Delivery systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLA</td>
<td>Lupron Depot®</td>
<td>Leuprolide</td>
<td>Peptide prostate cancer, endometriosis</td>
<td>1, 3, and 4 Months</td>
<td>Microparticles</td>
</tr>
<tr>
<td>PLA</td>
<td>Atridox®</td>
<td>Doxycycline</td>
<td>Chronic adult periodontitis</td>
<td>7 Days</td>
<td>In situ forming implant</td>
</tr>
<tr>
<td>PLGA</td>
<td>Trelstar Depot®</td>
<td>Triptorelin</td>
<td>Prostate cancer</td>
<td>1 and 3 Months</td>
<td>Microgranule suspension</td>
</tr>
<tr>
<td>PLGA</td>
<td>Risperdal®</td>
<td>Risperidone</td>
<td>Schizophrenia</td>
<td>2 Weeks</td>
<td>Microparticles</td>
</tr>
<tr>
<td>PLGA</td>
<td>Somatuline® LA</td>
<td>Lanreotide</td>
<td>Acromegaly</td>
<td>2 Weeks</td>
<td>Microparticles</td>
</tr>
<tr>
<td>PLGA</td>
<td>Arestin®</td>
<td>Minocycline</td>
<td>Periodontitis</td>
<td>3 Weeks</td>
<td>Microparticles</td>
</tr>
<tr>
<td>PLGA</td>
<td>ProFACT Depot®</td>
<td>Buserelin</td>
<td>Endometriosis and uterine leiomyoma</td>
<td>1 Month</td>
<td>Implant (Rod)</td>
</tr>
<tr>
<td>PLGA</td>
<td>SuprecureMP</td>
<td>Buserelin</td>
<td>Endometriosis and uterine leiomyoma</td>
<td>1 Month</td>
<td>Microparticles</td>
</tr>
<tr>
<td>PLGA</td>
<td>Eligard®</td>
<td>Leuprolide</td>
<td>Advanced prostate cancer</td>
<td>1, 3, 4 and 6 Months</td>
<td>In situ forming implant</td>
</tr>
<tr>
<td>PLGA</td>
<td>Zoladex®</td>
<td>Goserelin</td>
<td>Breast and prostate cancer</td>
<td>3 Month</td>
<td>Implant (rod)</td>
</tr>
<tr>
<td>PLGA</td>
<td>Ozurdex®</td>
<td>Dexamethasone</td>
<td>Macular edema following branch retinal vein occlusion (BRVO) or central retinal vein occlusion (CRVO)</td>
<td>3 Months</td>
<td>Intravitreal implant</td>
</tr>
<tr>
<td>PLGA</td>
<td>Vivitrol®</td>
<td>Naltrexone</td>
<td>Medication for alcohol and opioid dependence</td>
<td>1 Month</td>
<td>Implant</td>
</tr>
<tr>
<td>PLGA – Glucose</td>
<td>Sandostatin LAR® Depot</td>
<td>Octreotide</td>
<td>Acromegaly</td>
<td>1 Month</td>
<td>In situ forming implant</td>
</tr>
<tr>
<td>Polyanhydride PCPP:SA (80:20)</td>
<td>Gliadel®</td>
<td>Carmustine</td>
<td>Brain cancer</td>
<td>2–3 Weeks</td>
<td>Surgical implant</td>
</tr>
<tr>
<td>Collagen</td>
<td>CollaRx®</td>
<td>Gentamicin</td>
<td>Diabetic foot ulcer</td>
<td>7 Days</td>
<td>Surgical implant</td>
</tr>
</tbody>
</table>
5.3.1 Mechanism of Release from Polymeric Drug Delivery Systems

Drug release from biodegradable delivery systems occurs by a combination of drug diffusion, osmosis and polymer degradation or bioerosion. In general, degradation of polymers includes bulk erosion and surface erosion [3]. Bulk erosion leads to multiple channels of drug diffusion out of a polymeric system and consequently unpredictable or undesirable release profiles can be obtained, such as burst effects. Therefore, drugs with narrow therapeutic windows should not be used with polymers that undergo bulk erosion. On the contrary, surface erosion of polymeric drug delivery systems can display nearly zero order release kinetics, and if release occurs primarily by diffusion of drug near the surface, then approximately constant release rates are achievable.

Natural polymers are mainly degraded by enzymatic degradation and the degradation products are amino acids or sugars. On the contrary, most synthetic biodegradable polymers are degraded by hydrolytic degradation with little enzyme involvement, and the ultimate degradation products are monomers. Hydrolysis depends on the site of administration and manufacturing procedure as well as the physical properties of these polymers, such as hydrophobicity, crystallinity, glass transition temperature \( T_g \), impurities, molecular weight, polydispersity, degree of crosslinking, and geometry. In general, slow degradation can be achieved by selection of polymers with high molecular weight, high degree of crystallinity, high \( T_g \), and high degree of crosslinking.

5.3.2 Selection of Biodegradable Polymer in Controlled Drug Delivery

The science of drug delivery systems is multidisciplinary, integrating polymer science, pharmaceutical science, clinical and molecular biology. A general knowledge of the indication of treatment, properties of excipients and therapeutic drugs, and how the characteristics of the drug carrier impact the in vivo and in vitro situation is imperative. It is necessary to know the intended use of the drug and the target drug product profile including desired frequency and duration of the drug to be administered as well as the desired drug release profile in vivo. With knowledge of the target drug product profile in mind, a design space can be formulated. For example, selection of excipients includes consideration of drug-excipient incompatibility as well as the toxicity profile and clinical outcome. The physicochemical and mechanical properties of polymers impact the drug delivery system and its in vivo performance. For example, choice of the molecular weight of PLGA and the ratio of the two comonomers affects the drug release profile. Particle size and surface charge of the delivery system can have an impact on drug targeting and pharmacokinetics. The manufacturing process should be robust and a correlation
between the scale-down and scale-up model should be established. Understanding of the impact of key process parameters and critical attributes of the product is required. Chemistry, manufacturing, and control (CMC) issues as well as clinical concerns of safety and efficacy are key to successful drug product development.

Selection of a biodegradable polymer for a particular application depends on the desired controlled formulation or dosage form, location and frequency of administration, and duration of action. For example, drug delivery systems for central nervous system (CNS) chemotherapy require well controlled release profiles, such as a zero order release profiles and avoidance of burst release and local toxicity. Biodegradable polymers with surface erosion should, therefore, be considered for application to CNS chemotherapy [27]. Biodegradable polymers with bulk erosion profiles, such as PLA or PLGA, may provide first order release profiles and are suitable for long-term treatments as well as those requiring higher therapeutic concentrations. For local drug delivery with short-term application within weeks, natural polymers such as gelatin or collagen can be considered since natural polymers have relatively short time degradation profiles.

5.3.3 Overview of Controlled Drug Delivery

Rate controlled drug delivery pre-designates the rate at which drug is delivered to the body. For example, release of active therapeutics may be extended over a long period (sustained release), it may be constant (zero order release), or it may be triggered by the environment (e.g., pulsatile release or feedback release).

Site specific or targeted delivery offers the advantages of reduced body burden and lower chance of systemic toxicity of the drugs, which is especially useful for highly toxic drugs such as anticancer agents [27, 28]. Site specific or targeted delivery includes passive and active targeting, as originally proposed by Paul Ehrlich [45]. Ehrlich suggested that drugs with special affinities, “magic bullets”, would directly reach the target pathological area following administration due to interactions between the drug and cells at the local site. This idea has led to the development of various targeted drug delivery systems that utilize targeting moieties to facilitate transport of drugs to or near to the physiological treatment site following systemic administration. Targeting moieties that identify certain cell lines or tissues are attached to the surface of “active” targeted drug delivery systems, or they may be attached directly to the drug. These targeting moieties include antibodies, enzymes, protein A, lectins, and sugars.

Active targeting is difficult due to the macrophages of the reticuloendothelial system (RES), which may remove particulate delivery systems from the vascular circulation, preventing them from reaching the target tissue site. Hydrophilic polymers on the surface of drug delivery systems provide a steric effect, which reduces protein adsorption on the surface of the polymer, consequently increasing their circulating half life [20, 23, 49]. An example is pegylated Stealth® liposomes. In this system, the flexible and relatively hydrophilic poly(ethylene glycol) (PEG)
chains induce a steric effect at the surface of the particles that reduces protein adsorption and RES uptake.

Passive targeting occurs when the drug carrier distributes naturally in vivo after administration, without using a specific targeting moiety. For example, particles in the size range 7–12 µm are usually filtered by the capillaries in the lung and, therefore, passively target the lung. Particles in the size range 0.3–2 µm are easily and rapidly taken up by macrophage cells and accumulate in the reticuloendothelial systems (RES). Consequently, diseases of the RES can be targeted by particles of this size.

Site specific delivery or active targeting can be achieved using a targeting moiety on the surface of the drug carrier that targets a specific regional pathophysiological site. Site specific delivery also can be achieved using a localized delivery device that delivers the drug carrier to a given region of the body. For example, a microsphere suspension can be placed and retained at the angioplasty site of an injured artery via a balloon catheter [10, 19, 25]. The polymer used for particulate preparation, together with physicochemical properties of the dosage form (the particle size and porosity), dictates the release rate. In general, natural polymers have short degradation rates between days and weeks while synthetic polymeric microspheres can have degradation rates between months and years [15]. Drug release from carriers is dependent on the mechanism of release, diffusion of the drug through the polymer matrix and the size and the surface area of the carrier. In general, nanoparticulate systems have faster release rates compared to microsphere systems due to their larger surface area. Nanoparticulates with hydrophilic chains on the particle surface have a long circulation time in vivo.

5.3.4 Particulate Polymeric Drug Delivery Systems

Multiparticulate systems (microspheres, nanoparticles, micelles) can be efficiently localized at treatment areas and have less risk of dose dumping compared to large hydrogel implants [8]. These systems are also easy to administer to patients and depending on the application can be designed for long term release, minimizing the frequency of administration. The physicochemical characteristics of particulate systems, e.g., particle size, surface charge and surface hydrophobicity, and inclusion of targeting moieties, affect their distribution in the body. Colloidal systems easily travel in the blood circulation system to the targeted organs/tissues and are easily administered via injection without the need for surgical incision. Microspheres and other large particulate systems are typically administered via subcutaneous or intramuscular injection for both local and systemic delivery.

Microspheres are solid spheres with particle sizes in the range 1–1,000 µm [7]. There are two types of microspheres, microcapsules and micromatrices. Microcapsules are vesicular systems where the drug is encapsulated in a cavity surrounded by a distinct polymeric membrane. Micromatrices are monolithic systems where drug is dispersed throughout the particles. Microspheres have the
ability to encapsulate a variety of drugs, including hydrophilic and hydrophobic agents, and small molecules and macromolecules, and can achieve sustained release of the agents over a period of days to years. A unique advantage of particulate systems is the ability to blend microspheres prepared with different types of polymers to modify the release profile.

### 5.3.5 In Situ Injectable Implant Drug Delivery Systems

In situ implant drug delivery consists of biodegradable polymers dissolved in biocompatible solvent systems, with drug either dissolved or suspended in the polymer solution [36]. Once the liquid polymer system is injected in the body, the polymer solidifies upon contact with the aqueous body fluids. The drug becomes encapsulated within the polymer matrix as it solidifies forming a depot system. The advantage of in situ injectable implants is that they combine long-term delivery with ease of administration. In addition, the manufacturing process is simple, cost effective and exhibits low batch-to-batch variation. Several mechanisms can be used to achieve solidification in vivo of injectable implants, including use of thermoplastic pastes, in situ crosslinking, in situ precipitation, and in situ solidifying organogels [17].

ATRIGEL® technology uses in situ precipitation, which is the most commercially available process and technology [11]. The biodegradable polymers include polyhydroxyacids, polyanhydrides, polyorthoesters and others. Solvents used to dissolve the polymers range from hydrophilic solvents such as N-methyl-2-pyrrolidone (NMP), to hydrophobic solvents such as triacetin and ethyl acetate. Of the latter NMP is the most frequently used due to its good solvency and safety/toxicology profile. Seven products have already been approved by the FDA using ATRIGEL® technology [11]. This technology can be used for parenteral as well as local drug delivery. An example of a parenteral product is Eligard®, an injectable leuprolide acetate suspension for prostate cancer treatment. Eligard® provides systemic release of leuprolide acetate and a range of drug release durations (1, 3, and 4 months) are available. Atridox® provides localized subgingival delivery of doxycycline for periodontal treatment. Nutropin® Depot is an injectable PLGA-encapsulated leuprolide acetate formulation for treatment of prostate cancer.

### 5.3.6 Biodegradable Implant Drug Delivery Systems

Biodegradable implants incorporating antibiotic and anti-inflammatory therapeutic agents are used for wound treatment. Collagen has been extensively investigated for the application of localized antibiotic delivery to wound areas, such as the Sulmycin® and Collatamp®G implants [48]. In 2009, the FDA approved commercial Monocryl™ plus antibacterial sutures based on poliglecaprone 25.
A synthetic polyanhydride copolymer (sebacic acid and erucic acid dimer; 1:1) is used in an implant, Septacin®, containing gentamicin sulfate for sustained local delivery to the site of infection for the treatment of osteomyelitis. To achieve prolonged drug delivery, formulation scientists have utilized different types of gentamicin salts in the collagen delivery system Septocoll® [44].

Gliadel® utilizes poly[(carboxyphenoxy propane)-(sebacic acid)] (PCPP-SA) as a localized delivery vehicle for the controlled delivery of the chemotherapeutic agent carmustine (BCNU) for the treatment of brain cancer. Ozurdex™ is a poly (D,L-lactide-co-glycolide) (PLGA) intravitreal implant containing the anti-inflammatory agent dexamethasone. Ozurdex™ eye implants used to treat retinal disease are placed at the rear of the eye to treat swelling caused by problems with retinal veins [24]. Profact® Depot is PLGA with encapsulated buserelin acetate for treatment of endometriosis. Zoladex® is PLGA with encapsulated goserelin for treatment of breast and prostate cancer.

Risperdal® Consta® PLGA microspheres contain risperidone, which are administered intramuscularly every two weeks for the treatment of schizophrenia and for the longer term treatment of Bipolar I Disorder.

5.3.7 Nucleic Acid Delivery

The success of biodegradable polymers in controlled drug delivery systems has led to promising applications in nonviral nucleic acid delivery. Quoting Leaf Huang, “the goal in developing non-viral nucleic acid vectors is to design a system that simultaneously achieves high transfection efficiency, prolonged gene expression and low toxicity” [9]. However, toxicity remains a challenge in this area as a result of the toxicity associated with cationic polymers and lipids. Accordingly, anionic delivery systems have been developed which combine low toxicity with similar or better transfection when compared to cationic systems [37].

Nucleic acid delivery has two essential requirements, namely therapeutic nucleic acids that can be expressed at a target cell, and a safe and efficient delivery system that can deliver therapeutic nucleic acid to the specific tissue or cell. Cationic polymers are mostly used in nucleic acid delivery because they can easily complex with the anionic nucleic acid molecules and condense nucleic acids into nanoparticles in the 100–300 nm range [39]. The resulting polyplexes protect nucleic acids from degradation by nucleases. Cationic polyplexes can also interact with the negatively charged cell surface and thereby can be taken up by cells via endocytosis. Once inside the cell, the polyplexes osmotically swell and eventually burst the vesicles, which then release the nucleic acids into the cytoplasm. The nucleic acids are then free to enter the nucleus.

Polylysine and chitosan are biodegradable cationic polymers commonly used in polyplexes. The physical properties of these cationic polymers [such as the molecular weight and the structure of the polymers (branched versus linear, etc.)] impact their transfection efficiency and cytotoxicity. The surface properties of complexes
also impact transfection efficiency [30]. For example, PEG conjugated with cationic polymers results in improved half-life of polyplexes, and further conjugation of ligands onto PEG-cationic polymer conjugates can improve the transfection efficiency by reducing nonspecific cellular uptake.

5.4 Future Directions in Controlled Drug Delivery

Significant effort is being devoted to developing tailor-made polymers with desirable functional groups to overcome the limitations of the current biodegradable polymers. Scientists are developing novel synthetic polymers with unique functional groups to increase the diversity of the polymer’s structure or adapt available polymers to synthesize more desired block or graft copolymers. Furthermore, by understanding the physical properties of polymers and the impact of functional groups on the delivery system, a polymer library can be developed as a basis for synthesis of new biodegradable polymers with the desired properties.

Polymeric drug delivery has demonstrated success in various applications and provides advantages for various therapies. The future of drug delivery includes combination devices that have incorporated therapeutic agents and mediate local drug release at the device implant site [4, 5]. New tailor-made biodegradable polymers will address the needs of drug delivery for nucleic acid therapy, to improve transfection efficiency and reduce cytotoxicity.
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Part III

Temporal Delivery Systems
and Mechanisms
Abstract  This chapter presents an overview on the different types of drug delivery systems that are predominantly governed by diffusion. The systems are classified according to their physical structure (reservoir devices versus monolithic systems), as well as according to the ratio of “initial drug loading and drug solubility.” For various cases, mathematical models are briefly presented considering different device geometries. These theories are mechanistically realistic and enable quantitative description of the resulting release kinetics. Effects of formulation parameters on drug release can also be predicted quantitatively. Practical examples are given to illustrate the applicability of the presented theories and the benefits of understanding how a diffusion-controlled drug delivery system works.

6.1 Introduction

Diffusion plays a major role in most controlled drug delivery systems. Often, the overall release rate is affected by several physical and chemical phenomena, e.g., a combination of water diffusion, drug dissolution, drug diffusion, polymer swelling, polymer dissolution, and/or polymer degradation. In this chapter, predominantly diffusion-controlled drug delivery systems are treated. Obviously, diffusion is the
mass transport mechanism when other processes are not involved in the control of drug release. Alternatively, diffusion is dominant if the impact of all other phenomena is negligible. If several processes take place in series and one of these steps is much slower than all the others, this slowest process is dominant. For the quantitative description of the overall release rate, only the slowest step needs to be taken into account. This is for instance the case if rapid drug dissolution is followed by slow drug diffusion through a polymeric network. Also, if a matrix forming material starts to degrade only after complete drug exhaust, then degradation is not involved in the control of drug release, and there is no need to consider it in a mathematical model quantifying drug release.

Diffusional mass transport is of fundamental importance for numerous processes in the body and nature in general. Adolf Eugen Fick (1829–1901) was the first to describe this very important phenomenon in a quantitative way. His historical contribution, published in 1855 and titled “Ueber Diffusion” (translated from German: “About Diffusion”) in Poggendorff’s Annalen der Physik [1], is translated into English in ref. [2]. The basic idea is that a solute diffuses from regions of higher concentration to adjacent regions of lower concentration. Considering diffusion in a single direction, $x$, Fick’s First Law (FFL) relates diffusion flux, $J$ (mass flow per unit area) to the gradient in solute concentration, $c$, according to

$$J = -D \frac{\partial c}{\partial x},$$  \hspace{1cm} (6.1)

where $D$ is the diffusion coefficient, or diffusivity. Assuming that the solute is neither created nor consumed during the process, the local change in concentration with time in a thin sliver of solution between points $x$ and $x + dx$ is determined by mass balance according to the difference in flux into the sliver at $x$ and out at $x + dx$. As this sliver becomes infinitely small, this mass balance can be written as

$$\frac{\partial c}{\partial t} = - \frac{\partial J}{\partial x}.$$  \hspace{1cm} (6.2)

Combining (6.1) and (6.2) we arrive at Fick’s second law, also known as the diffusion equation

$$\frac{\partial c}{\partial t} = \frac{\partial}{\partial x} \left( D \frac{\partial c}{\partial x} \right).$$  \hspace{1cm} (6.3)

Considering all three spatial dimensions, $x$, $y$, and $z$, and allowing the diffusion coefficient to vary with position, time, and/or solute concentration (6.3) generalizes to:

$$\frac{\partial c}{\partial t} = \frac{\partial}{\partial x} \left( D \frac{\partial c}{\partial x} \right) + \frac{\partial}{\partial y} \left( D \frac{\partial c}{\partial y} \right) + \frac{\partial}{\partial z} \left( D \frac{\partial c}{\partial z} \right).$$  \hspace{1cm} (6.4)

These forms can be simplified if the diffusivity is independent of time, space, and concentration. For example (6.3) becomes
The diffusion equation can be solved when initial and boundary conditions are specified. In this chapter, we explore analytical solutions of the diffusion equation that are applicable to controlled drug release systems. The initial condition refers to the initial drug distribution in the system, before the release process commences. Boundary conditions refer to the conditions at the drug delivery system’s boundaries during drug release; these specify drug concentrations or concentration gradients at the device’s surfaces. The term “analytical solution” refers to an explicit mathematical expression satisfying the diffusion equation, along with the prescribed initial and boundary conditions. The analytical solution is used to calculate drug release from the delivery system as a function of time.

An extensive collection of analytical solutions of Fick’s second law of diffusion for different geometries and initial and boundary conditions is provided by Crank [3]. If the analytical solution for a specific type of drug delivery system with its set of initial and boundary conditions cannot be found in Crank textbook [3], an analogous expression for heat transfer might be found in the book of Carslaw and Jaeger [4]. Only a handful of basic analytical solutions of Fick’s law of diffusion allowing for the quantitative description of drug release from specific types of delivery systems are included in this chapter. In all these cases, constant diffusion coefficients are considered. For more complex systems, the reader is referred to Crank [3], Carslaw and Jaeger [4], Vergnaud [5], Cussler [6], and Singh and Fan [7].

For delivery systems with time, position and/or concentration dependent diffusion coefficients, generally no analytical solution of Fick’s law is available. The same is true for devices with complex shapes. In these cases, numerical techniques can be used to calculate mass transport. The basic idea is to make some approximations, e.g., replacing derivatives by finite differences calculated on a space and/or time grid. The resulting equations can be solved on a computer, but error due to discretization is introduced. To limit the importance of this error, the time and space steps need to be small, resulting in a significant number of required calculation steps. However, nowadays such numerical solutions can be calculated very rapidly and accurately using a standard personal computer. Numerical packages which utilize finite differences or the finite element method are available for calculations based on Fick’s law, with suitable initial and boundary conditions.

Depending on the inner structure of the drug delivery system and its initial drug loading compared to the drug’s solubility, four major types of devices can be distinguished, as illustrated in Fig. 6.1 [8]. While these devices can be realized in many geometries, spherical systems are presented as examples. If the drug and the release rate controlling material (often a polymer) are separated according to a core–shell structure, the drug being located in the center and the release rate controlling material forming a membrane surrounding this drug depot, then the device is called a “reservoir system.” On the contrary, if drug is more or less homogeneously distributed in a continuous matrix formed by the release rate controlling material, or matrix, the device is called a “monolithic system.”
Reservoir systems can be further classified as having either a “nonconstant activity source” or a “constant activity source.” In the first case, drug concentration in the reservoir is below its solubility. Thus, drug molecules that are released across the membrane are not replaced, and the drug concentration at the inner membrane’s surface decreases with time. In reservoir systems with a constant activity source, an excess of drug is provided in the depot and released drug molecules are rapidly replaced by dissolution of the remaining nondissolved drug excess. Consequently, the drug concentration at the inner membrane’s surface remains constant as long as drug is present in excess. When the reservoir’s drug concentration falls below solubility, the reservoir becomes a nonconstant activity source.

Similarly, two subtypes of monolithic systems can be distinguished according to the initial drug loading:drug solubility ratio. In monolithic solutions, the initial drug loading is below drug solubility and the drug is dissolved in the matrix. In monolithic dispersions, the initial drug loading is above drug solubility and the drug is partially dissolved (molecularly dispersed, stars in Fig. 6.1), the remainder being dispersed in the form of solid drug crystals and/or amorphous particles (black circles in Fig. 6.1) throughout the system. Drug can diffuse out of the device only after it is dissolved.

In the following sections, each of the four cases is treated in more detail. We note that this classification does not include all diffusion controlled systems, however. For example, a slightly more complex formulation is a monolithic system containing dissolved and/or dispersed drug, surrounded by a release-rate controlling membrane. Treatment of such a system is possible but will be more complicated.

---

**Fig. 6.1** Classification scheme for predominantly diffusion-controlled drug delivery systems according to their physical structure and initial drug loading. Stars indicate molecularly dispersed (dissolved) drug molecules. Black circles represent nondissolved drug excess (e.g., drug crystals). Adapted from ref. [8]
6.2 Reservoir Devices

Upon contact with aqueous body fluids water penetrates into the dosage form and dissolves drug. If all drug is rapidly dissolved, the system acts as a reservoir device with a nonconstant activity source. If only part of the drug is dissolved due to limited solubility, the dosage form acts as a reservoir device with a constant activity source. Note that the relevant solubility is that of the drug in the wetted depot at body temperature, not the drug’s solubility in the pure release medium or the drug solubility in the dry depot. In practice, it is often difficult to know the exact drug solubility in the system’s core upon water penetration at 37°C and caution should be paid, since dissolution of other core compounds (e.g., sucrose and acid) might significantly affect the solubility of the drug [9, 10]. However, the ratio of the initial drug loading to drug solubility in water at 37°C can give a good first indication.

Once dissolved, drug molecules diffuse out through the release rate controlling membrane, due to the concentration gradient across the membrane. Thus, three mass transport processes occur in series: (1) water diffusion, (2) drug dissolution, and (3) drug diffusion. Often, drug diffusion is much slower than the other steps and is therefore rate controlling, and the mathematical description of drug diffusion through the membrane is sufficient to characterize release. This simplification is often acceptable, but not always [11]. In this chapter, drug diffusion is considered to be the slowest process.

6.2.1 Nonconstant Activity Sources

The conditions for drug diffusion through the release rate controlling membrane of a reservoir device with a “nonconstant activity source” are illustrated in Fig. 6.2. In the surrounding bulk fluid, perfect sink conditions are considered, meaning that

![Fig. 6.2 Reservoir devices with a nonconstant activity source: schematic presentation of the conditions for drug diffusion through the release-rate controlling membrane surrounding the drug reservoir. Stars indicate molecularly dispersed (dissolved) drug molecules; \(C_{\text{inner}}\) denotes the drug concentration at the inner membrane’s surface. The membrane thickness and permeability are considered to be time-independent](image)
the drug concentration in the surrounding bulk fluid is negligible at all times. Thus, already released drug does not significantly slow down the release of drug still remaining in the dosage form. The mathematical treatment of drug release under nonsink conditions is more complex and the reader is referred to Crank [3] or Fan and Singh [7] for more details. In Fig. 6.2, stars represent dissolved (molecularly dispersed) drug molecules in the wetted system core. If the release rate controlling membrane does not significantly swell or shrink, does not dissolve, and does not significantly change in drug permeability during the release period, then the length of the diffusion pathway to be overcome (membrane thickness) is time-independent and the apparent diffusion coefficient of drug in the membrane remains constant.

When the membrane is very thin compared to other dimensions of the device, the “film” approximation is useful. In this case, the amount of drug transported through the membrane can be quantified according to Fick’s law as follows:

\[
\frac{M_t}{M_\infty} = 1 - \exp\left(-\frac{ADKi}{VL}\right),
\]

where \(M_t\) and \(M_\infty\) denote the cumulative amounts of drug released at times \(t\) and infinity (release completed), respectively, \(A\) is the total surface area of the device, \(D\) is the diffusion coefficient of the drug within the membrane, \(V\) is the volume of the reservoir, \(K\) is the partition coefficient of the drug between the membrane and the reservoir, and \(L\) is the thickness of the membrane. Thus, drug release follows first-order kinetics.

For a spherical reservoir surrounded by a thin membrane,

\[
\frac{M_t}{M_\infty} = 1 - \exp\left[-\frac{3DKR_o t}{(R_o - R_i) \times R_i^2}\right],
\]

where \(R_i\) and \(R_o\) are the inner and outer radii of the device. This expression results from substituting \(L = R_o - R_i\), \(A = 4\pi R_i^2\), and \(V = (4/3)\pi R_i^3\) into (6.6).

A practical example of a reservoir dosage form with a nonconstant activity source is illustrated in Fig. 6.3. The system consists of diltiazem HCl-layered beads, which are coated with a 90:10 blend of ethylcellulose and poly(vinyl alcohol)-poly(ethylene glycol) graft copolymer [12]. Diltiazem HCl is freely water soluble and the polymer coating does not significantly swell or shrink during drug release. In coated dosage forms attention must be paid to potential crack formation that might occur during drug release. Osmotically driven penetration of water into the system can lead to a significant internal hydrostatic pressure acting against the release rate controlling membrane. If the latter is too fragile to withstand this pressure, crack formation occurs [13] and drug diffusion occurs both through the cracks and the remaining intact film coating. The internal hydrostatic pressure might also lead to significant convective drug transport through the newly created channels, i.e., a “pushing out effect” [14]. Presence of high amounts of freely water soluble
compounds (drugs and/or excipients) in the core, or poor mechanical stability of the film coating, increases the probability of crack formation. The full mathematical description of mass transport in these systems is complex and beyond the scope of this chapter.

Various experimental techniques have been used to determine whether crack formation occurs during drug release. For example, scanning electron microscopy (SEM) can be very helpful. However, great care must be taken with respect to potential artifact creation. If the membrane takes up significant amounts of water, structural changes of the system during drying in preparation for SEM must be avoided. Figure 6.3a shows examples of SEM pictures, illustrating diltiazem HCl-layered sugar cores coated with 90:10 ethylcellulose–poly(vinyl alcohol)-poly(ethylene glycol)-graft copolymer after 2 h exposure to 0.1 N HCl. No evidence of crack formation is visible in these pictures.

Changes in pellet size during drug release might also indicate occurrence or absence of crack formation in the film coating. A steadily increasing pellet size can be indicative of penetration of significant amounts of water into the system. Subsequent abrupt and rapid decrease in pellet size would suggest crack formation [13] and pressure driven ejection of fluid from the device. If, on the contrary, the system size remains nearly constant during the observation period, this might serve as an indication for the absence of crack formation. Caution must be paid, however, since nonflexible membranes can crack without any prior significant increase in system size and without significant “pushing out” and shrinkage effect. The combination of different techniques, including SEM and monitoring of system dimensions, is, therefore, highly recommended to minimize the risk of erroneous conclusions.

Changes in size of individual diltiazem HCl loaded pellets upon exposure to 0.1 N HCl are illustrated in Fig. 6.3b. As can be seen, no significant changes were

---

**Fig. 6.3** Example for a predominantly diffusion-controlled drug delivery system of the reservoir type with a nonconstant activity source: diltiazem HCl-layered beads coated with a 90:10 blend of ethylcellulose and poly(vinyl alcohol)-poly(ethylene glycol)-graft copolymer: (a) SEM picture of a pellet’s surface after 2 h exposure to 0.1 N HCl (sugar core), (b) changes in the size of single pellets ($n = 3$) upon exposure to 0.1 N HCl (sugar cores), and (c) theoretically predicted (curve) and experimentally confirmed (symbols) drug release kinetics in 0.1 N HCl (reprinted from ref. [12] with permission)
observed over the time course of this study. It is important that the sizes of single coated reservoir devices, instead of the mean size of an ensemble of devices, are tracked through time, since increasing and decreasing sizes of single systems might compensate each other. These observations provide support for the presence of an intact film coating, which controls drug release predominantly by diffusion.

To verify this hypothesis, the theoretically predicted drug release kinetics was calculated using (6.7). The curve in Fig. 6.3c shows the theoretically predicted release rate of diltiazem HCl from pellets coated with 90:10 ethylcellulose:poly (vinyl alcohol)-poly(ethylene glycol)-graft copolymer blends. The reservoir was considered to be a “well stirred” compartment, and the effects of excipients including sugar, microcrystalline cellulose (MCC) and a “sealed” sugar core (sucrose starter core coated with ethylcellulose in this case) were not considered. The symbols represent the independent, experimentally measured drug release kinetics from three types of pellets, consisting of: (1) a sugar, MCC or sealed sugar bead as starter core (as indicated in the diagram), (2) a diltiazem HCl layer, and (3) an ethylcellulose:poly(vinyl alcohol)-poly(ethylene glycol)-graft copolymer coating. Reasonable agreement is observed between the theoretical prediction based on a simple first order equation and the independent experiments.

The experimentally observed lag time for drug release seen in Fig. 6.3c might be explained at least partially by the time needed for water to penetrate into the system, the fact that the film coating might be initially free of drug, and/or hindrance of drug diffusion due to osmotically driven water influx. The type of starter core does not very much affect the resulting drug release kinetics in this case.

Using (6.7), the impact of formulation parameters such as the film coating thickness and pellet size can be predicted. If a quantitative relationship between the apparent drug diffusivity in the membrane and the latter’s composition is available (see Sect. 6.4), then the effects of the coating’s formulation on drug release can also be quantitatively predicted.

### 6.2.2 Constant Activity Sources

Figure 6.4 depicts drug diffusion through a membrane surrounding a drug reservoir containing a significant excess of undissolved drug, which provides a constant activity source. Stars represent dissolved drug molecules and black circles represent nondissolved drug excess, e.g., drug crystals or amorphous drug particles. Not all of the drug can be dissolved upon water penetration into the core due to the limited solubility of the drug. Consequently, a saturated drug solution is provided at the membrane’s inner surface as long as nondissolved drug excess is present in the depot. Drug molecules that are released through the membrane are rapidly replaced by the compensating dissolution of the drug excess. (As discussed above, drug dissolution is considered to be fast compared to drug diffusion in these cases.) If perfect sink conditions are provided in the surrounding bulk fluid, this leads to a
constant drug concentration difference between the inside and outside of the device. If in addition the dimensions and composition of the membrane do not change during drug release, the concentration gradient of drug inside the membrane is constant, and drug is released at a constant rate, i.e., with zero-order release kinetics. According to geometry, one of the following equations can be used:

\[
\frac{dM_t}{dt} = \frac{ADKc_s}{L}. \quad (6.8)
\]

\[
\frac{dM_t}{dt} = \frac{4\pi DKc_s R_o R_i}{R_o - R_i}. \quad (6.9)
\]

\[
\frac{dM_t}{dt} = \frac{2\pi HDKc_s}{\ln(R_o/R_i)}. \quad (6.10)
\]

where \(c_s\) is the concentration of saturated drug solution in the reservoir. In (6.10) \(R_i\) and \(R_o\) are the inner and outer radii, respectively, and \(H\) is the length of the cylinder.

A practical example of a reservoir device with a “constant activity source” is illustrated in Fig. 6.5. The system consists of spherical theophylline matrix cores coated with a 85:15 ethylcellulose:poly(vinyl alcohol)-poly(ethylene glycol)-graft copolymer blend [15]. Again, it is important to know whether or not crack formation occurs during drug release. As can be seen in Fig. 6.5a,b, there is no evidence for crack formation, either from SEM pictures taken 2 h after exposure to 0.1 N HCl, or from monitoring the size of single pellets upon exposure to the release medium. Clearly, the resulting release follows near-zero order kinetics over 8 h (Fig. 6.5c),
as expected for a reservoir device with a constant activity source. Release profiles from single pellets are very similar to the release profile from the ensemble of pellets, indicating that the underlying drug release mechanisms are likely to be the same and that the interpellet variability of film coating thickness is small.

In other systems, drug release from individual units of a multiparticulate dosage form might differ substantially [16]. The release rates of all individual dose units might eventually sum up to a more or less constant release rate of the ensemble of dose units. When developing multiparticulate dose forms (e.g., coated pellets or minitablets), drug release from single units should be monitored to minimize the risk of erroneous conclusions regarding mechanism.

Zero-order release from a reservoir device with constant activity source occurs when a steady state drug concentration profile exists in the rate controlling membrane. For a thin film this profile will be linear, as illustrated in Fig. 6.6 by the black curves. (For simplicity, a partition coefficient of 1 between the membrane and the reservoir is assumed.) In practice, steady state might be more or less rapidly reached and deviations from zero order release kinetics might be observed at early time points. For example, significant amounts of drug might diffuse into the membrane during long term storage. In the extreme case, the membrane is saturated with drug. Upon exposure to the release medium the real concentration gradient at the system’s surface is steeper than the gradient at steady state (red versus black curves in Fig. 6.6), resulting in higher initial drug release rates. This phenomenon is called the “burst effect.” After a certain time, steady state is reached and zero-order release is observed (i.e., the red and black cumulative drug release curves become parallel). The extent of such a burst effect depends on the type of drug, and the type and thickness of the membrane.

By contrast, immediately after coating of the dosage form, the release rate controlling membrane will be essentially free of drug (green curve in Fig. 6.6).
Hence, the concentration gradient at the system’s surface is initially lower than in the steady state and the initial drug release rate is lower (green versus black curves). After a time lag, drug concentration gradient reaches steady state, release rate is constant, and the cumulative drug release curve is parallel to the others in Fig. 6.6.

For thin film coated devices with membrane surface area \( A \), the following equations can be used to calculate the cumulative amounts of drug released at time \( t \), \( M_t \), once steady state is reached:

\[
\text{Lag – time systems : } \quad M_t = \frac{AKDc_s}{L} \left( t - \frac{L^2}{6D} \right). \tag{6.11}
\]

\[
\text{Burst effect systems : } \quad M_t = \frac{AKDc_s}{L} \left( t + \frac{L^2}{3D} \right). \tag{6.12}
\]

An interesting aspect of these relations is that while steady state release depends on both partition and diffusion coefficient, the burst or lag time parameters depend only on the diffusion coefficient. If the membrane film thickness is well determined, then accurate measurements under burst or lag conditions enable the diffusion coefficient to be estimated. Other techniques for estimating the diffusion coefficient of drug in the membrane are presented in Sect. 6.4.
6.3 Monolithic Devices

In monolithic devices, drug is dissolved or dispersed throughout the release controlling matrix. According to the ratio “initial drug loading:drug solubility,” monolithic solutions and monolithic dispersions can be distinguished. Drug solubility in the wetted monolith at body temperature is decisive, as discussed above for reservoir systems.

6.3.1 Monolithic Solutions

Figure 6.7 illustrates monolithic solutions of different geometries: thin slabs with negligible edge effects, spheres, and cylinders. These geometries cover many pharmaceutical dosage forms. Stars represent dissolved drug molecules. Initial drug distributions are assumed to be homogenous in all cases and perfect sink conditions are assumed throughout release. Fick’s second law of diffusion can be

\[
\frac{M_t}{M_\infty} = 1 - \frac{8}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{(2n+1)^2} \exp \left( -\frac{D(2n+1)^2\pi^2 t}{L^2} \right)
\]

\[
\frac{M_t}{M_\infty} = 1 - \frac{6}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{n^2} \exp \left( -\frac{Dn^4\pi^4 t}{R^2} \right)
\]

\[
\frac{M_t}{M_\infty} = 1 - \frac{32}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{q_n^2} \exp \left( -\frac{g_n^2}{R^2} \right) \sum_{p=1}^{\infty} \frac{1}{(2p+1)^2} \exp \left( -\frac{(2p+1)^2\pi^2}{R^2} \right)
\]

Fig. 6.7 Drug release kinetics from diffusion-controlled delivery systems of the “monolithic solution” type with different geometry: thin films with negligible edge effects, spheres, and cylinders (with radial and axial diffusion). Stars indicate molecularly dispersed (dissolved) drug molecules. The equations represent analytical solutions of Fick’s second law of diffusion considering the given initial and boundary conditions and allowing for the quantification of the cumulative amounts of drug released as a function of time. The variables are explained in the text.
solved considering these initial and boundary conditions, leading to the following expressions for the fraction of drug released at time $t$, $M_t/M_\infty$:

$$\text{Slabs: } \frac{M_t}{M_\infty} = 1 - \frac{8}{\pi^2} \sum_{n=0}^{\infty} \frac{1}{(2n+1)^2} \exp \left[ \frac{-D(2n+1)^2\pi^2t}{L^2} \right],$$

(6.13)

where $L$ is the thickness of the slab and release is assumed to occur from both faces of the slab. The slab is assumed to be sufficiently thin that release through its edges is negligible.

$$\text{Spheres: } \frac{M_t}{M_\infty} = 1 - \frac{6}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{n^2} \exp \left( -\frac{Dn^2\pi^2t}{R^2} \right),$$

(6.14)

where $R$ the radius of the sphere.

$$\text{Cylinders: } \frac{M_t}{M_\infty} = 1 - \frac{32}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{q_n^2} \exp \left( -\frac{q_n^2}{R^2} Dt \right) \times \sum_{p=0}^{\infty} \frac{1}{(2p+1)^2} \exp \left[ -\frac{(2p+1)^2\pi^2}{H^2} Dt \right],$$

(6.15)

where $R$ and $H$ denote the radius and height of the cylinder, $n$ and $p$ are summation indices, and $q_n$ is the $n$’s root of the zero-order Bessel function of the first kind $[J_0(q_n) = 0]$. The last expression is valid when release is permitted in both the radial direction and through the ends of the cylinder.

Simple but accurate approximations, listed below, can be used in place of infinite series during the early and late stages of drug release:

Thin slabs, first 60% of drug release: $\frac{M_t}{M_\infty} = 4\sqrt{\frac{Dt}{\pi L^2}}.$

(6.16)

Thin slabs, last 60% of drug release: $\frac{M_t}{M_\infty} = 1 - \frac{8}{\pi^2} \exp \left( -\frac{\pi^2Dt}{L^2} \right).$

(6.17)

Figure 6.8 illustrates all three solutions: the exact one [black curve (6.13)], the early time approximation [dotted curve (6.16)] and the late time approximation [dashed curve (6.17)]. The approximations are valid provided the slab is very thin, and release through edges can be neglected.
Spheres, first 40% of drug release:
\[
\frac{M_t}{M_\infty} = 6 \sqrt{\frac{Dt}{R^2 \pi}} - \frac{3Dt}{R^2}.
\]  
(6.18)

Spheres, last 40% of drug release:
\[
\frac{M_t}{M_\infty} = 1 - \frac{6}{\pi^2} \times \exp\left(\frac{-\pi^2Dt}{R^2}\right).
\]  
(6.19)

Cylinders, first 40% of drug release:
\[
\frac{M_t}{M_\infty} = 4 \sqrt{\frac{Dt}{R \pi^2}} - \frac{Dt}{R^2}.
\]  
(6.20)

Cylinders, last 40% of drug release:
\[
\frac{M_t}{M_\infty} = 1 - 0.6196 \times \exp\left(-\frac{5.784Dt}{R^2}\right).
\]  
(6.21)

The approximate expressions for cylinders apply when release is mostly in the radial direction and axial release through the ends can be ignored.

Fig. 6.8 Drug release from monolithic solutions exhibiting film geometry with negligible edge effects under perfect sink conditions: analytical solution [solid curve (6.13)], early time approximation [dotted curve (6.16)] and late time approximation [dashed curve (6.17)].
In the case of monolithic dispersions, a fraction of the drug is dissolved in the matrix and the remainder is dispersed in the form of crystalline and/or amorphous particles (nondissolved drug). Only dissolved drug is available for diffusion, but it can be rapidly replaced by dissolution of neighboring solid drug, where available. The exact mathematical treatment of this type of drug delivery system is rather complex and the reader is referred to the literature for details [7, 17–19]. A simple and accurate solution is available, however, for thin slabs (release through both faces and negligible edge effects) initially containing a large initial excess of drug (Fig. 6.9a). This is the celebrated Higuchi equation [20], according to which

\[ M_t = 2A\sqrt{(2c_0 - c_s)c_sDt}, \]  

(6.22)

where \( c_0 \) is the initial total concentration of drug, dissolved and undissolved, in the monolith and \( c_s \) is the solubility of drug in the monolith’s matrix material under the conditions encountered upon administration. [The Higuchi equation was initially developed for ointment bases containing finely suspended drug. For ointments spread over the skin, the prefactor 2 is dropped, as in (3.10)].

The derivation of the Higuchi equation rests on a few simple assumptions. Initially, dissolved drug is at concentration \( c_s \) throughout the monolith and excess undissolved solid drug is at concentration \( c_0 - c_s \). At the first stage, dissolved drug at and near the surface is released, but it is immediately replaced by neighboring solid drug. This “store” of excess drug is rapidly depleted at the surface, however. In the next stage, dissolved drug that is initially a little further inside diffuses out, also to be replaced by its local solid excess, which is then depleted. With subsequent similar stages, a “moving front” of dissolution is established inside the monolith, as illustrated in Fig. 6.9b. At a given time, this front separates the monolith into a core.
containing both dissolved and solid drug and a peripheral layer containing only dissolved drug. Since dissolution is rapid, drug concentration is \( c_s \) at the moving front. Assuming release is into a perfect sink, drug concentration is zero at the edge of the device. To make further progress, Higuchi assumed that the front moves slowly enough that a linear concentration profile of dissolved drug, similar to the profile that would be assumed at steady state, is maintained in the peripheral layer. Release from the monolith is due to diffusion of dissolved drug down this concentration gradient, and drug release is matched at a given time by further dissolution and movement of the front. This sequence of events is illustrated in Fig. 6.9b, where the concentration profile at one time, given by the solid line, is followed at a later time by the profile depicted by the dashed line. Equation (6.22) results from these assumptions, and noticing that the total amount released at a given time (solid line) is given by the area of the stippled trapezoid in Fig. 6.9b.

The Higuchi equation is most applicable when (1) the initial drug concentration is much higher than drug solubility \( c_s / c_0 \ll 1 \), (2) perfect sink conditions are maintained throughout the experiment, (3) the slab is thin, so edge effects are negligible, (4) the suspended drug is in a fine state, with particles much smaller in diameter than the thickness of the slab, (5) swelling or dissolution of the slab matrix is negligible, and (6) diffusivity of the drug in the matrix is constant. When the first condition is not satisfied, more precise expressions are available [18, 19], but the error in predicting cumulative release from a slab using the simple Higuchi equation is at most 13%. A simple fix, which brings error down to less than 0.5% in all cases, is offered by Bunge [21]

\[
\frac{M_t}{M_\infty} = 2 \sqrt{2 - 0.727 \left( \frac{c_s}{c_0} \right) \left( \frac{c_s}{c_0} \right) \left( \frac{D t}{L^2} \right)}. \quad (6.23)
\]

When other conditions are not satisfied, more detailed computational methods are typically needed to properly model release. Finally, it should be noted that the assumption of rapid dissolution of drug from suspended particles may not always be correct, and Frenning has considered the case where the kinetics of dissolution at particle surfaces is a contributing factor [22].

The Higuchi equation has been extended to other geometries. We present here solutions, valid for \( c_s / c_0 \ll 1 \), for slabs, spheres, and cylinders (only radial release considered) [17, 19], in terms of fraction released, \( M_t / M_\infty \):

**Slab (two faces):**

\[
\frac{M_t}{M_\infty} = 2 \sqrt{2 - \left( \frac{c_s}{c_0} \right) \left( \frac{c_s}{c_0} \right) \left( \frac{D t}{L^2} \right)}, \quad 0 < t < \frac{L^2}{8D \left( \frac{c_0}{c_s} \right)}.
\]  

**Sphere:**

\[
\left[ 1 - \left( 1 - \frac{M_t}{M_\infty} \right)^{2/3} \right] = \frac{2}{3} \left( \frac{M_t}{M_\infty} \right) = 2 \left( \frac{c_s}{c_0} \right) \left( \frac{D t}{R^2} \right), \quad 0 < t < \frac{R^2}{6D \left( \frac{c_0}{c_s} \right)}.
\]  

\( (6.24) \)

\( (6.25) \)
Cylinder: \[
\frac{M_t}{M_\infty} + \left(1 - \frac{M_t}{M_\infty}\right) \ln \left(1 - \frac{M_t}{M_\infty}\right) = 4 \frac{c_s}{c_0} \frac{Dt}{R^2}, \quad 0 < t < \frac{R^2}{4D} \frac{c_0}{c_s}.
\] (6.26)

The upper time limits correspond to points where the moving dissolution front(s) reaches the center of the device, and only dissolved drug remains. Afterwards, infinite series expressions are needed to describe release. Typically, this amounts to a very small part of the release process, especially when \(c_s/c_0 \ll 1\). Notice that \(M_t/M_\infty\) is an implicit, not explicit function of \(t\) for the sphere and the cylinder. It is simple, however, to plot \(M_t/M_\infty\) versus \(t\) by letting \(M_t/M_\infty\) run from 0 to 1, and determining the corresponding values of \(t\).

The Higuchi equation has also been extended to consider porous structures, as discussed in Chap. 9.

### 6.4 Determination of Diffusion Coefficients and Other Parameters

The models of controlled released described in this chapter include the diffusion coefficient, partition coefficient, and drug solubility (in a reservoir or in a matrix), as parameters. These physicochemical quantities depend on the drug and the membrane or matrix material and may also vary with temperature and hydration of the material. The other important parameter is the system size (thickness for a slab, radius for a sphere, and radius and height for a cylinder). System geometry and size are set by the formulator.

The literature on determining the physicochemical parameters is extensive, and we focus here on simple techniques.

#### 6.4.1 Solubility and Partition Coefficient

Solubility is a thermodynamic property of drug and its surrounding medium. It should be measured at the relevant temperature (usually body temperature), and with the medium saturated by relevant body fluid or a simulated body fluid such as phosphate buffered saline.

A simple way to determine solubility of drug in a liquid medium is to disperse an excess of solid drug, preferably prepared as a fine powder, in the liquid and agitate the dispersion at the relevant temperature. At various times, the dispersion is removed and solid drug is removed by centrifugation and/or filtration. Concentration of the remaining dissolved drug will increase with time until it reaches a plateau, which can be taken as the saturation concentration, or solubility.
To determine solubility of a drug in the material constituting the membrane or release matrix, thin samples of the material, of uniform volume, can be added to the liquid dispersion. Following agitation, samples are removed at different times and quickly washed to remove excess drug on the surface. The drug is then extracted from a given sample and assayed. When the amount of drug assayed divided by volume of the material sample reaches a constant value, this ratio is taken as the solubility of drug in the material.

The partition coefficient, which is also a thermodynamic quantity, is estimated as the ratio of drug solubilities in the membrane/matrix material and the release medium. It can also be estimated by equilibrating the material samples with subsaturated drug solutions, and measuring the ratio of concentration of drug in the sample to the concentration of drug in the release medium, both measured after equilibrium has been reached. An elaboration of this technique is discussed below.

### 6.4.2 Diffusion Coefficient

The diffusion coefficient of drug in the matrix material is a measure of the mobility of drug in the material. In recent years, sophisticated tools such as pulsed field gradient NMR and fluorescence recovery after photobleaching (FRAP) have been developed to measure diffusivities [23–26]. However, the required equipment is generally expensive and special skills are required for data analysis. Also, these techniques require that drug molecules be deuterated (NMR) or fluorescently tagged (FRAP) so that they can be distinguished from the background medium. If the partition coefficient of a drug in a membrane is known, then the diffusion coefficient of that drug in the membrane can be determined from the steady state rate of drug permeation across the membrane in a side-by-side diffusion cell [27], using (6.8). If the membrane is drug-free at the beginning of the permeation experiment, then $D$ and $K$ can be determined simultaneously from the time lag expression (6.11).

A simple alternative is to measure drug release kinetics from a thin film with an initially homogenous and subsaturated drug distribution (monolithic solution) into a well stirred release medium that provides perfect sink conditions. Figure 6.10 schematically shows such a setup. The film should be sufficiently thin that edge effects are minimal. Also, the film must not be soluble in the release medium, and film floating or folding during the experiment must be avoided, assuring that the entire film surface is always completely exposed to the bulk fluid. Thin films can often be rapidly prepared by casting or spraying drug–polymer solution onto a surface, followed by solvent evaporation. Release periods are generally short, e.g., 8 h, when using very thin films. Drug loading should be very low to assure complete drug dissolution in the system and to avoid changes in the film properties due to drug release, e.g., by creating cavities. Ideally, initial drug content should not exceed 0.5% of the total film weight. Under these conditions release kinetics are
described by (6.13), provided film thickness does not change substantially with time. This proviso can be checked by measuring film thickness before and after release. Fitting (6.13) to sets of experimentally measured drug release kinetics from thin films allows for the determination of the apparent diffusion coefficient of the drug in the respective system. Figure 6.11 shows an example of such a fit. The drug is theophylline, and the film is based on ethylcellulose, plasticized with 17.5% tributyl citrate. The drug-loaded film was exposed to well-agitated phosphate buffer pH 7.4 at 37°C. Ideally, the entire drug release period is covered by at least 12 experimental data points. As it can be seen in Fig. 6.11, good agreement between theory and experiment was obtained in this example. The determined apparent diffusion coefficient in this case was equal to $1.2(\pm 0.1) \times 10^{-10}$ cm$^2$/s.

It should be noted that unstirred boundary layers are neglected in the derivation of (6.13). To be more accurate, a boundary layer mass transfer coefficient, illustrated in Fig. 6.10 in grey should be included in the release kinetics equation. The mass transfer coefficient, which we denote by $h$ (cm/s), depends on the partition coefficient of drug between release medium and the matrix, and the unstirred layer thickness, which in turn depends on the rate of agitation of the release medium. In the presence of significant external mass transfer resistance, it can be shown that

$$\frac{M_t}{M_\infty} = 1 - \sum_{n=1}^{\infty} \frac{2G^2}{\beta_n^2(\beta_n^2 + G^2 + G)} \times \exp(-\beta_n^2Dt/L^2), \quad (6.27)$$
where the $\beta_n$s are the positive roots of

$$\beta \tan \beta = G,$$  \hspace{1cm} (6.28)

with

$$G = \frac{Lh}{D}. \hspace{1cm} (6.29)$$

In practice, the mass transfer resistance due to diffusion within polymeric films used to control drug release is often much higher than the mass transfer resistance provided by the liquid unstirred boundary layers in well-agitated release media in vitro, and (6.13) can be used without introducing a significant error. To be certain, it is helpful to measure drug release from the thin films at different agitation speeds: if beyond a certain agitation speed no significant impact is observed on release kinetics, then the data gathered at that speed can be fitted to (6.13). (Note: conditions for drug release in vivo might be different and the presence of liquid unstirred boundary layers might be of importance. For drug diffusivity determination, however, the release medium should be well agitated.)

Both (6.13) and (6.22) assume that drug release is into a perfect sink, with essentially zero drug concentration. This condition is well approximated if the
release medium is exchanged sufficiently rapidly to preserve sink conditions, or if the volume of the release medium is so large that drug concentration in the medium is negligible. If release is into a constant volume without exchange, then the analysis must be modified to take into consideration that perfect sink conditions do not hold. In the absence of mass transfer resistance, release from a slab into medium with volume $V$ of drug is given by Crank [3] as

$$\frac{M_t}{M_\infty} = 1 - \sum_{n=1}^{\infty} \frac{2\alpha(1 + \alpha)}{1 + \alpha + \alpha^2 q_n^2} \exp(-Dq_n^2 t/L^2),$$  \hspace{1cm} (6.30)

where the $q_n$s are the positive roots of

$$\tan q = -\alpha q,$$  \hspace{1cm} (6.31)

with

$$\alpha = V/\text{KAL}. \hspace{1cm} (6.32)$$

This last parameter is equal to the ratio of the amounts of drug in the release medium and that remaining in the slab at equilibrium. For large values of $\alpha$, virtually all drug is released and (6.13) holds.

In principle (6.13) and (6.30) can be used to simultaneously estimate the drug’s diffusion and partition coefficients, since both parameters impinge on the shape of the release curve. Conversely, these parameters can be measured by introducing a drug-free slab into a subsaturated drug medium and measuring the kinetics of drug uptake by the slab, which is readily monitored by assaying the drop in concentration in the external medium with time. Once again (6.13) can be used, but now $M_t/M_\infty$ refers to fractional uptake of drug by the slab. More directly, the partition coefficient can be determined from fraction of drug remaining in the medium, $r$, according to

$$K = \left(\frac{1}{r} - 1\right)\frac{V}{\text{AL}}.$$  \hspace{1cm} (6.33)

As already indicated, use of (6.13) to determine diffusivity assumes that $L$ is known and measured. Thus, either the film must not significantly swell, or swelling must be more rapid than drug diffusion. In the later case, $L$ should be taken as the measured thickness following release. The diffusion coefficient then refers to drug in the swollen matrix. If swelling and diffusion processes occur over comparable time scales, then (6.13) will not be valid.

Using the just described straightforward and inexpensive technique enables rapid determination of drug diffusivities, and quantitative evaluation of the impact of formulation parameters is feasible (e.g., using films of different composition). Figure 6.12 shows some examples. The dependence of the apparent diffusion coefficient of theophylline in ethylcellulose films has been determined as a function of the following: (a) type of plasticizer (at a constant plasticizer content of 20%),
(b) the percentage of plasticizer (in this example tributyl citrate, TBC), and (c) the average polymer molecular weight (here expressed as the viscosity of a 5% solution in 80% toluene and 20% ethanol, measured at 25°C, in cP, using an Ubbelohde viscosimeter). Increasing viscosity indicates increasing polymer molecular weight. Clearly, the type of plasticizer significantly affects the resulting drug diffusivity, due to different interactions with the polymer chains (Fig. 6.12a). With increasing plasticizer content, the mobility of the polymer chains increases, and thus the mobility of the drug molecules increases (Fig. 6.12b). By contrast, with increasing polymer molecular weight, the degree of polymer chain entanglement increases, resulting in reduced macromolecular mobility and reduced drug mobility (Fig. 6.12c).

Knowing the diffusion coefficient of a particular drug in a specific polymeric system permits quantitative prediction of the resulting drug release kinetics using the above described equations. Ideally, a quantitative relationship between the diffusion coefficient and the formulation parameter can be established, either empirically or using a theoretical model. For example, the following expression correlates theophylline diffusivity with tributyl citrate content in ethylcellulose films:

$$D(\% \text{TBC}) = 0.135 \times \exp(0.121 \times \% \text{TBC}) \times 10^{-10} \text{cm}^2/\text{s}. \quad (6.34)$$
Using such correlations, diffusion coefficients can be theoretically predicted for arbitrary plasticizer contents within the range of validity, reducing the number of required experiments.

Provided diffusion is the rate limiting process for drug release, drug diffusion coefficients determined in thin films can also be expected to be valid in delivery systems based on the same polymer matrix material but of different geometry. Figure 6.13 shows a comparison of quantitative predictions and experimental measurements of release of theophylline from spherical microparticles based on ethylcellulose, plasticized with 20% dibutylsebacate (DBS), dibutyl phthalate (DBP), tributyl citrate (TBC), or diethyl phthalate (DEP). The diffusion coefficients determined with thin films were used to predict the release kinetics form the spherical microparticles using (6.14). The data is normalized to the system’s radius. Reprinted with permission from ref. [28]

Using such correlations, diffusion coefficients can be theoretically predicted for arbitrary plasticizer contents within the range of validity, reducing the number of required experiments.

Provided diffusion is the rate limiting process for drug release, drug diffusion coefficients determined in thin films can also be expected to be valid in delivery systems based on the same polymer matrix material but of different geometry. Figure 6.13 shows a comparison of quantitative predictions and experimental measurements of release of theophylline from spherical microparticles based on ethylcellulose, plasticized with 20% dibutylsebacate, dibutyl phthalate, tributyl citrate, or diethyl phthalate. Diffusion coefficients used in the theoretical predictions [curves in Fig. 6.13 (6.14)] were determined using thin films of the same composition as the respective microparticles. The good agreement between theory and independent experiments illustrates the applicability of this diffusivity measurement technique.

Certain drugs act as plasticizers for specific polymers. In these cases, drug diffusivity in the polymeric network increases with increasing drug content [29]. Figure 6.14 shows three examples for such systems: metoprolol tartrate, chlorpheniramine maleate, and ibuprofen in combination with Eudragit RS [30]. In Fig. 6.14a,
the decrease in glass transition temperature of the systems with increasing drug content is illustrated, whereas Fig. 6.14b shows an increase in apparent diffusion coefficient of these drugs with increasing drug content. It should be pointed out that (6.13), which was used to determine these drug diffusivities, was derived under the assumption of time independent $D$ values. In the case of plasticizing drugs, this assumption is likely to be not fully fulfilled since drug content is time-dependent (though perhaps partially be compensated by time-dependent water contents) and the determined values should be regarded as “time-averaged” diffusivities. Nevertheless, the obtained information can be very helpful in optimizing this type of controlled drug delivery system and in understanding their mechanism.

### 6.5 Summary

In this chapter, we discussed modeling of drug delivery from systems in which drug diffusion is the rate-limiting process. Distinctions were made between reservoir systems and monoliths, and between systems in which drug is completely dissolved in the device and those in which an undissolved excess of drug exists. Equations were presented for ideal device geometries, and it was assumed that important system parameters were constant. More complex systems might require numerical investigation. We also showed examples of experiments that can be carried out to investigate diffusion-controlled drug release. A wealth of literature exists on this
topic, and this chapter should be regarded more as an introduction than a comprehensive description.

Throughout this chapter, we tacitly assumed that all drug incorporated into a device is available for release. In fact, there are cases where drug may be trapped inside a device, such that its release will not occur within the time frame of interest, or over. This may occur if drug is surrounded by impermeable material, or if it is tightly bound to a component of the device. A fraction of drug molecules might even degrade before release. More detailed descriptions are required in these cases. Drug trapping is discussed in Chap. 9, where porous media are considered.
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Abstract  This chapter provides an introduction to the physical phenomena, which can be involved in the control of drug release from swellable delivery systems, namely, water diffusion, polymer chain relaxation, drug dissolution and diffusion, as well as polymer dissolution. Emphasis is placed on a mechanistic understanding of the occurring mass transport processes and on physically realistic mathematical theories. Several practical examples are given, illustrating the key properties of swelling-controlled drug delivery systems.

7.1 Introduction

The term “swelling-controlled drug delivery system” can be defined in a strict sense, referring only to devices, in which a swelling step is the only release rate-controlling phenomenon. Alternatively, the term “swelling-controlled drug delivery system” can be defined in a broader sense to include devices in which a swelling step is of importance, but also in which other mass transport processes can play a role (e.g., drug dissolution, drug diffusion, and polymer dissolution). This broader interpretation is commonly applied in the literature and also in this chapter.

Often, swelling-controlled drug delivery systems are based on hydrophilic polymers, such as hydroxypropyl methylcellulose [1–5]. Figure 7.1 illustrates the key features of polymer swelling: in the dry state (nonswollen state), the polymer network is dense and the mobility of the macromolecules is very much restricted. Upon contact with water, the polymer chains “relax,” with two major consequences: (1) the mobility of the macromolecules significantly increases and (2) the volume of the system increases. Obviously, the conditions for drug transport
in these two states (nonswollen versus swollen) are fundamentally different, and the change in physical state of the polymer can be used to accurately control the release rate of an incorporated drug.

### 7.2 Drug Release Mechanisms

In order to induce the polymer chain relaxation process, a minimum water concentration is required. The latter is a function of the physicochemical characteristics of the polymer (e.g., chemical structure of its backbone and potential side chains, average polymer molecular weight), and temperature. In a dry, nonswollen polymer network, incorporated drug is not mobile and is effectively entrapped. When the system comes into contact with aqueous fluids, water diffuses into the device due to concentration gradient. As soon as the minimum water content required to induce polymer chain relaxation is achieved at a certain position, the system swells at this location. Thus, two phenomena occur in a sequence: (1) water diffusion and (2) polymer chain relaxation. If one of these processes is much slower than the other, that process controls water penetration kinetics into the device.

Figure 7.2 illustrates an example of a system in which water diffusion into a thin, polymeric film is dominant [6]. Both surfaces of the film are exposed to the aqueous bulk fluid. Polymer chain relaxation is assumed to be very rapid and the volume increase is assumed to be negligible. While these conditions do not hold in many pharmaceutically relevant polymeric systems, the figure is useful in illustrating the nature of solvent diffusion. Water concentration is plotted as a function of position in the film and is scaled such that “1” indicates a fully swollen polymer network and “0” indicates a completely dry polymeric network. The curves show the calculated
water concentration–time profiles upon exposure to the aqueous bulk fluid. The applied theory is based on Fick’s second law of diffusion (see Chap. 6) and assumes that water diffusivity is constant. In this case, the water uptake rate monotonically decreases with time.

In contrast, if water diffusion into the polymeric network is much more rapid than subsequent polymer chain relaxation, then water concentration–position profiles, such as those illustrated in Fig. 7.3, can be observed [6]. In this example, only one side of the polymeric film is exposed to water. The film is divided into a swollen region on the left and a nonswollen, dry region on the right, separated by a narrow swelling zone within which there is a steep gradient in water concentration. In the swollen region, water diffusion is rapid, and water content is maximal at every position in that region. In the swelling zone, polymer chain relaxation takes place, resulting in increased macromolecular mobility and volume expansion. With time, this swelling zone moves toward the center of the film. If the film is homogenous, the swelling front moves at a constant velocity, since the conditions for polymer swelling are time independent: in this case, zero-order uptake kinetics are observed. If drug is incorporated in such a system, it is generally immobilized

Fig. 7.2 Diffusion-controlled penetration of a liquid into a thin, polymeric film: concentration–position profiles of a liquid (e.g., release medium) at different time points within the system. Two surfaces of the film are exposed to the bulk fluid (left- and right-hand side). The profiles have been calculated using Fick’s second law of diffusion, considering constant diffusion coefficients and system dimensions (no polymer dissolution, no significant volume increase upon liquid penetration into the system). Water concentration “1” indicates that the polymeric system is saturated with liquid. Water concentration “0” indicates that the system is free of liquid. Adapted from ref. [6]
until the surrounding polymer chains undergo chain relaxation. If drug dissolution and diffusion through the swollen polymeric network are rapid compared to polymer chain relaxation and swelling front movement, then drug release will be controlled by swelling and its rate will also be constant. Swelling plus drug diffusion are schematically illustrated in Fig. 7.4a,b, with crosses representing drug molecules, which are immobilized in the nonswollen, dry polymeric network, but become mobile in the swelling zone. Diffusion of drug then occurs down its concentration gradient in the swollen region.

Peppas and coworkers [7] reported an example of this type of “purely swelling”-controlled drug delivery system: they studied theophylline release from poly(HEMA-co-NVP) [poly(2-hydroxyethylmethacrylate-co-N-vinylpyrrolidone)] disks
Fig. 7.4 Polymer relaxation-controlled release of theophylline from poly(HEMA-co-NVP) disks: (a) schematic illustration of the polymer chain density and mobility as well as theophylline (crosses) location and mobility and (b) schematically illustrated liquid concentration–position profile inside the system. Since polymer chain relaxation is the slowest process, the swelling front moves inward at a constant velocity. (c) Experimentally measured drug release kinetics from disks of different thickness (indicated in the diagram). Adapted from ref. [6]
into distilled water. The symbols in Fig 7.4c illustrate the obtained experimental results. As can be seen, the release rate of the drug is nearly constant or zero order during major parts of the release period, particularly for the thinnest sample. The relative drug release rate decreased with increasing device thickness because it takes more time for the swelling front to move throughout the entire system, which is required for all drug to be released. Moreover, the thicker samples displayed a slight slowing down of release with time, probably due to drug diffusion becoming increasingly more rate limiting. (Recall from Chaps. 2 and 6 that diffusion is slower at greater distances.)

Zero order drug release kinetics result if the polymer relaxation process is the slowest step in the series of physicochemical phenomena involved in the control of drug release and if the surface area of the swelling front is time independent. The latter condition is, for example, fulfilled in the case of thin films with negligible edge effects. When plotting the cumulative amount of drug release versus time, a straight line is obtained and drug release can be quantified according to the following equation:

\[ \frac{M_t}{M_\infty} = k t \]  

where \( M_t \) and \( M_\infty \) denote the absolute cumulative amounts of drug released at time \( t \) and infinite time, respectively; \( k \) is a rate constant. However, if the dosage form is sufficiently thick or has a different geometry, e.g., that of a sphere or a cylinder, then the surface area of the swelling front generally decreases with time. Thus, the release rate decreases with time, although the underlying drug release mechanism may still be characterized as “pure polymer chain relaxation control.” It can be shown that this decrease in surface area with time leads to the following expressions which fit release kinetics over a substantial portion of the release process:

For a cylinder:  
\[ \frac{M_t}{M_\infty} = k t^{0.89} \]  

(7.2)

For a sphere:  
\[ \frac{M_t}{M_\infty} = k t^{0.85} \]  

(7.3)

In a more general form, (7.1)–(7.3) can be written as follows:

\[ \frac{M_t}{M_\infty} = k t^n. \]  

(7.4)

This power law approximation was introduced into the pharmaceutical field by Nicholas Peppas to describe drug release from a dosage form. Both the exponent \( n \) and the prefactor \( k \) depend on dosage form geometry, the relative importance of relaxation and diffusion, and structural factors governing diffusion and relaxation rates. Equations (7.1)–(7.3) are special cases of (7.4) corresponding to
predominantly swelling controlled drug release from slabs, cylinders, and spheres. Table 7.1 lists the respective \( n \) values. Caution should be paid that no other phenomena, e.g., limited drug solubility or inhomogeneous initial drug distribution, are of importance, as they may lead to similar \( n \) values as pure swelling control.

If diffusional mass transport (e.g., of dissolved drug or water) is the dominant drug release mechanism, then similar equations can be obtained (being simplified approximate solutions of Fick’s law of diffusion): \( n = 0.5 \) for thin films with negligible edge effects, \( n = 0.45 \) for cylinders, and \( n = 0.43 \) for spheres (Table 7.1). However, again caution should be paid because the superposition of other phenomena besides pure diffusion might occasionally lead to the comparable \( n \)-values [8]. When \( n \) values are observed between 0.5 and 1 for slabs, 0.45 and 0.89 for cylinders, and 0.43 and 0.85 for spheres, diffusional mass transport and polymer chain relaxation may both be rate controlling processes. In such cases, transport is commonly called “anomalous.”

### 7.3 Moving Boundaries

If the polymer chains are soluble in water, erosion might also play a significant rate-controlling role for drug release. Upon contact with aqueous media, liquid penetrates into the system, leading to steadily increasing water concentrations. As soon as the water content is high enough, the polymer chains start to disentangle from the network and diffuse through the liquid unstirred boundary layer surrounding the device into the surrounding fluid. Figure 7.5 schematically illustrates these processes: in the dry state, the polymer chains are highly entangled and exhibit low mobility. Upon contact with aqueous media, water content significantly increases, resulting in increased macromolecular mobility, and the chains start to perform reptational (snake-like) motions through each other. Due to these movements, polymer chains disentangle at certain positions and re-entangle at others. If the water content is high enough (polymer content low enough), then the number of disentanglements exceeds the number of new entanglements, and the network erodes into the bulk fluid. The front separating the bulk fluid and the system is called the “erosion front.”

The black diamonds in Fig. 7.5 represent nondissolved drug particles, whereas the crosses represent dissolved, individual drug molecules. Often, the incorporated

<table>
<thead>
<tr>
<th>Thin film</th>
<th>Exponent, ( n ) cylinder</th>
<th>Sphere ( n )</th>
<th>Drug release mechanism</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.45</td>
<td>0.43</td>
<td>Fickian diffusion</td>
</tr>
<tr>
<td>0.5 &lt; ( n &lt; 1.0 )</td>
<td>0.45 &lt; ( n &lt; 0.89 )</td>
<td>0.43 &lt; ( n &lt; 0.85 )</td>
<td>Anomalous transport</td>
</tr>
<tr>
<td>1.0</td>
<td>0.89</td>
<td>0.85</td>
<td>Polymer swelling</td>
</tr>
</tbody>
</table>
drug is initially present in the form of solid particles inside a polymeric matrix, e.g., as drug crystals and/or amorphous aggregates. Upon contact with aqueous fluids, these particles start to dissolve. The kinetics of this process can be described using the Noyes–Whitney equation [9]. When the drug dissolution step is much more rapid than the other mass transport steps, it can be considered as being essentially instantaneous when predicting release rate. Figure 7.5 shows a schematic illustration of the different zones, which can be distinguished in this type of swellable drug delivery systems: drug particles (black diamonds) are incorporated in the initially dry polymeric network, which is dense and poorly permeable.
Upon contact with aqueous media, water diffuses into the system, resulting in: (1) polymer swelling and (2) drug dissolution. Once dissolved, the drug molecules (crosses) diffuse out into the release medium. If the polymer is water soluble, polymer dissolution takes place at the system’s surface and two moving boundaries can be distinguished: (1) the erosion front, separating the bulk fluid and the delivery device and (2) the swelling front, separating the swollen polymeric network containing only dissolved drug and the still dry polymeric network containing drug particles. (The terms “swelling front” and “swelling zone” are often used as synonyms.) The swelling front continuously moves inward upon contact with the release medium, whereas the erosion front generally first moves outward due to system swelling, and then inward due to subsequent erosion of swollen polymer.

When drug loading greatly exceeds its solubility in the swollen network, not all of the drug can instantaneously dissolve: dissolved and nondissolved drug now coexist in the swollen polymeric network, as illustrated in Fig. 7.6. In this case, a third moving boundary, called the “diffusion front” is present. Only dissolved drug (crosses) is available for diffusion, whereas nondissolved drug excess (black diamonds) is not able to diffuse. In most cases, the existence of the diffusion front is due to the limited solubility of the drug, an equilibrium property, and not to a kinetic limitation in the dissolution process. Consequently, drug molecules that diffuse out of the swollen polymeric network are rapidly replaced by partial dissolution of the remaining drug excess, as discussed in the lead up to the Higuchi equation in Chap. 6.

Colombo et al. [10] reported a very nice example of a system allowing experimental observation of these different fronts and their movements. The idea is to use a drug, which changes its color depending on its physical state. Buflomedil pyridoxal phosphate is such a drug: its dry particles are light yellow, whereas concentrated drug solutions are orange and less concentrated drug solutions are yellow. Different amounts of this drug were incorporated into hydroxypropyl methylcellulose (HPMC) tablets, which were placed between two transparent Plexiglas plates and exposed to distilled water in a USP paddle apparatus. At predetermined time points, photographs were taken. Figure 7.7 shows an example of such a picture, illustrating a tablet initially containing 60% buflomedil pyridoxal phosphate after a 4-h exposure to water. As it can be seen, the still dry tablet core (white) can be easily distinguished from the swollen tablet region, still containing nondissolved drug particles (light yellow). The swelling front separates these two regions. The diffusion front is also clearly visible, separating the swollen region containing dissolved and nondissolved drug from the swollen region containing only dissolved drug (orange). Even the decrease in the buflomedil pyridoxal phosphate concentration within the swollen tablet region containing only dissolved drug can be nicely observed (orange to yellow to transparent). Finally, the erosion front separating the bulk fluid from the swollen tablet region is readily visible. Using this experimental setup, the movements of these fronts during drug release can be described in a quantitative manner, allowing deeper insight into the importance of the contributing physical phenomena.
Different mathematical theories have been proposed to model drug release from swelling controlled drug delivery systems [11, 12]. An interesting early theory for polymeric tablets, considering: (1) water diffusion, (2) drug diffusion, (3) polymer swelling, (4) a moving swelling front, and (5) a moving “bulk fluid-tablet” front, was presented by Peppas et al. [13]. The model allows quantitative prediction of drug and water concentration–position profiles at arbitrary time points following exposure of a uniformly loaded, planar dosage form, with release occurring through

**Fig. 7.6** Schematic presentation of a drug-loaded, polymeric network in the nonswollen state (top) and upon liquid penetration into the system (bottom). The drug is present as solid particles (black diamonds, e.g., crystals or amorphous aggregates) and as dissolved molecules (crosses). An additional front can be distinguished: the diffusion front, separating the swollen network containing only dissolved drug and the swollen network containing dispersed and dissolved drug.
one planar face. Predictions were in good agreement with experimental results obtained with HPMC-based matrix tablets containing KCl as a model drug.

The experimental setup illustrated in Fig. 7.8 was used to expose tablets prepared by direct compression to a well stirred 0.1 N HCl bath at 37°C. Tablets were fixed in Plexiglas holders so that water penetration into the system and drug release out of the device were restricted to one surface only. At predetermined time points, tablets were removed, deep frozen, and cut in a microtome. The obtained 250 µm thick slices were analyzed for their water, polymer, and KCl content. Figure 7.8 shows an example for the experimentally determined composition of the swollen region of such tablets after a 5-h exposure to 0.1 N HCl (symbols). The “bulk fluid-tablet” interface is located on the left-hand side, and the still dry tablet region on the right-hand side. As can be seen, the water content steeply decreases from the tablet surface toward the dry tablet side (filled circles). In contrast, the KCl (filled squares) and HPMC (filled triangles) contents significantly increase in the swollen tablet region in the direction of the dry part of the system. The solid curves in Fig. 7.8 show the theoretically calculated water and KCl concentration–position profiles in the system at this time point. Good agreement between the theory and the experiments was obtained (symbols and solid curves in Fig. 7.8).

Later, Siepmann, and Peppas developed the so-called “sequential layer model” in order to quantify drug release from hydrophilic, cylindrical matrix tablets [14–17], taking into account the following phenomena.
1. Upon exposure to the release medium, steep water concentration gradients are formed at the “bulk fluid-tablet” interface, resulting in water diffusion into the device. This mass transport step is described considering: (1) the exact geometry of the system; (2) axial and radial diffusion within the cylinders; and (3) significant dependence of the water diffusion coefficient on the degree of swelling of the polymeric network.

2. Due to the penetration of water into the tablet, the hydrophilic polymer HPMC swells, resulting in significant changes in the polymer and drug concentrations and in increasing system dimensions.

3. Upon contact with water, the drug dissolves and diffuses out of the tablet into the bulk fluid.

4. With increasing water content, the diffusion coefficient of the drug significantly increases.

5. In the case of drugs with limited water solubility, dissolved and nondissolved drug coexist within the tablet. Only dissolved drug is considered to be able to diffuse.

6. Given high initial drug loadings, the inner structure of the tablet significantly changes during drug release, becoming more porous and less restrictive for diffusional mass transport.

7. Depending on the chain length and degree of substitution of the hydrophilic polymer, the latter dissolves more or less rapidly.
The resulting set of partial differential equations is rather complex and no analytical solution can be derived. Instead, the model can be solved numerically, e.g., using finite differences. For details, the reader is referred to the literature [14, 18]. Briefly, derivatives are approximated by finite differences to simplify the equations. The introduced error is negligible if the considered time and position steps are sufficiently small. A standard personal computer can perform the required calculations very rapidly, when drug is initially homogeneously distributed within the tablet, since the system is then highly symmetric. Alternatively, finite element multiphysics platforms, such as COMSOL®, can be used to integrate model equations.

Figure 7.9a shows a schematic of a cylindrical tablet. Since drug is uniformly loaded and the system is cylindrically symmetric, there are no angular (θ) gradients in concentration, and this coordinate can be neglected. It is, therefore, sufficient to calculate the changes in water, drug, and polymer concentration in the highlighted two-dimensional rectangle to describe the mass transport processes occurring in the upper half of the tablet (Fig. 7.9b). Due to the symmetry plane at z = 0, transport processes above and below this plane are “mirror images,” so only z ≥ 0 needs to be considered. In order to account for the swelling of the matrix, beginning at the interface with the bulk fluid, onion-like “sequential layers” are considered, as illustrated in Fig. 7.9c. Upon contact with water, the outermost tablet layer starts to swell. With time, water penetrates into the deeper tablet layers, which then swell. Polymer dissolution at the interface “tablet-release medium” is taken into account according to reptation theory [19]. The critical polymer concentration, below which macromolecular chain disentanglement from the network occurs, can be determined according to Ju et al. [20–22], as a function of the average polymer molecular weight: with increasing chain length, the degree of entanglement increases. Thus, higher water contents are required to induce macromolecular disentanglement and matrix dissolution. In other words, the polymer disentanglement concentration decreases with increasing polymer molecular weight, as illustrated in Fig. 7.10.

Radial and axial transport of water and drug in the cylindrical tablets are quantified according to Fick’s second law of diffusion and taking into account time- and position-dependent diffusion coefficients [18]:

\[
\frac{\partial c_k}{\partial t} = \frac{1}{r} \left\{ \frac{\partial}{\partial r} \left( r D_k \frac{\partial c_k}{\partial r} \right) + \frac{\partial}{\partial z} \left( r D_k \frac{\partial c_k}{\partial z} \right) \right\}.
\] (7.5)

Here, \( c_k \) and \( D_k \) are the concentration and diffusion coefficient of the diffusing species (\( k = 1 \) for water, \( k = 2 \) for the drug), respectively; \( r \) and \( z \) represent the radial and axial coordinates, and \( t \) denotes time. The dependence of the diffusivities on the water content of the system is considered using a Fujita type [23] relationship:

\[
D_k = D_{k,crit} \exp \left\{ -\beta_k \left( 1 - \frac{c}{c_{1,\text{crit}}} \right) \right\},
\] (7.6)
Fig. 7.9 Schematic presentations of: (a) cylindrical HPMC tablet for mathematical analysis; (b) the symmetry planes, which can help to facilitate the mathematical modeling; and (c) the “sequential layer” structure considered in the mathematical theory proposed by Siepmann et al. [14]. Reprinted from ref. [14], with permission from Elsevier.
where $\beta_1$ and $\beta_2$ are dimensionless constants characterizing the dependence of the water and drug diffusivity on the degree of tablet swelling; $D_{1,\text{crit}}$ and $D_{2,\text{crit}}$ are the diffusion coefficients of water and drug at the bulk fluid-tablet interface, where polymer chain disentanglement occurs. The model assumes that there is no volume contraction upon mixing of drug, polymer, and water so that the total volume of the system is given by the sum of the volumes of the single components at all time points. For the definition of the boundary conditions, the water concentration at the surface of the matrix, $c_{1,\text{crit}}$, is calculated from the polymer disentanglement concentration [20, 21, 24–26], and the drug concentration at the surface of the tablet is assumed to be equal to zero (perfect sink condition). Due to the mirror image assumption, concentration gradients at $z = 0$ are taken to be zero.
Fig. 7.11  Mathematical modeling of drug release from HPMC matrix tablets: theoretical prediction (curves, calculated using the “sequential layer model”) of the effects of varying the tablet radius on the: (a) relative amount of theophylline released, (b) absolute amount of theophylline released as a function of the exposure time to phosphate buffer, pH 7.4. The symbols represent the independent experimental results. The initial tablet height was 2.6 mm in all cases; the initial tablet radius was varied from 1 mm (filled diamonds) to 4 mm (open circles) to 6.5 mm (filled triangles). Reprinted from ref. [27], with permission from Elsevier
The sequential layer model has been shown to be applicable to different types of hydrophilic matrix tablets, enabling further insight into the underlying drug release mechanisms. The model also allows for the quantitative prediction of the effects of formulation parameters on the resulting drug release rate [27]. One example of such a prediction is illustrated in Fig. 7.11, in which the sequential layer model was used to predict the impact of varying the initial radius of HPMC-based matrix tablets loaded with 50% theophylline on the resulting drug release kinetics in phosphate buffer, pH 7.4. The curves show the theoretically predicted release profiles from tablets with an initial height of 2.6 mm. The tablet radius was varied from 1 to 6.5 mm, as indicated. The relative and absolute cumulative amounts of drug released are plotted as a function of exposure time to the release medium. Clearly, the initial radius had a pronounced effect on both types of release profiles. With increasing initial tablet radius, the relative surface area decreases, hence the relative release rate decreases. In contrast, the absolute surface area and absolute amount of drug available for diffusion increase, resulting in increased absolute drug release rate. These theoretical predictions were confirmed by independent experimental results (symbols in Fig. 7.11), demonstrating the validity and practical benefit of the theory.

Thus, this type of mechanistically realistic mathematical model, besides providing mechanistic insights, can also help to facilitate device optimization by simulating the effects of parameter variations in silico.
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Chapter 8
Degradable Polymeric Carriers for Parenteral Controlled Drug Delivery

C. Wischke and S.P. Schwendeman

Abstract Drug loaded carriers from degradable polymers, namely, injectable microparticles, injectable in situ forming implants, and preformed implants, are established in the clinic for parenteral controlled drug delivery. This chapter provides an overview on several factors influencing release behavior such as drug properties, effects of environmental conditions, osmotically mediated mechanisms, and the selection of the carrier type. Moreover, degradation and erosion of the polymeric matrices are discussed in detail in view of their impact on drug release for different relevant polymer classes and groups of bioactive molecules. Additionally, carrier type-specific issues are included based on the knowledge gained to date from available parenteral controlled release products, as obtained from a comprehensive review of the scientific and patent literature. In particular, preparation techniques and related mechanisms, and both advantages and challenges associated with degradable polymer based delivery systems are described. Strategies to establish a continuous drug release are examined based on rational evaluation of specific polymer classes and carrier types.
8.1 Introduction

Polymer-based controlled release formulations for parenteral administration are of ongoing academic and industrial interest. Microencapsulation concepts developed in the 1980s and 1990s of the last century [1] led to injectable particulate depot formulations, e.g., for leuprolide acetate (Lupron® Depot, Enantone®, Trenantone®) and goserelin acetate (Zoladex®) as peptide drugs, that are accepted standard therapies in the clinic. Preformed drug loaded implants can be injected subcutaneously or administered during surgery for a local drug release, e.g., carmustine loaded wafers (Gliadel®) in the treatment of glioblastoma, one of the most aggressive types of cancer. More recently, in situ forming implants have received US FDA approval and are available for treatment of prostate cancer with leuprolide (Eligard®) and of periodontal disease with doxycycline (Atridox®). Commercial success of such matrix polymer based drug delivery systems is expected to depend not only on their clinical performance in the respective therapeutic application but also on several other aspects such as the convenience of treatment for the patient and/or marketing strategies, to name only two.

Clinically, there is a clear trend toward therapies that would allow the body to regain full functionality, e.g., of damaged tissues. These regenerative therapies mostly are cell-based concepts; however, a prolonged local release of bioactive molecules including small chemical entities as well as more complex substances such as growth factors or chemokines may be desired and is addressed in present research [2, 3]. Additionally, also for the long-term treatment of chronic diseases, intense research activities can be expected in the pharmaceutical industry to provide controlled release formulations as successors of initial oral dosage forms. The motivation for such efforts may often be associated with product lifetime management and endeavors to extend the time of exclusive marketing. This may be possible when new intellectual property is generated by new controlled release formulations.

Independent from the motivation to sustain drug release, this goal can be achieved by embedding the drug into polymeric matrices, which govern the release rates of encapsulated drugs. These matrices typically consist of degradable polymers, which slowly degrade under physiological conditions and thus avoid accumulation of exhausted drug carriers in the body or the need of a second surgery for explantation. In this context, degradability is often a strong benefit in terms of patients’ convenience, marketing, and hospitalization costs. Additionally, there are applications where therapeutic success is generally linked to the implant’s capability to initially induce ingrowth of tissue and serve as a structural cell support, but subsequently degrade as required for full regeneration, e.g., tissue engineering scaffolds for critical bone defects [4]. However, degradation of the drug carrier results in dynamic alterations of polymer properties with substantial effects on the polymer’s ability to retain embedded drugs in the matrix.

The term degradation (or biodegradation if driven by contributions of living cells) usually refers to a breakdown of polymers at the molecular level, i.e., chain cleavage that leads to degradation products that are safely eliminated by the body. By contrast, the term erosion refers to the process of polymer mass loss, which includes
not only degradation but several other processes, such as water uptake leading to microscopic or macroscopic changes of the structural integrity of the drug carrier and eventual removal of degraded or nondegraded material to the surrounding medium [5–7]. Erosion, typically initiated by degradation of medical implants, may follow different pathways and is typically of major relevance for drug release kinetics.

In principle, drug release from hydrophobic polymers can be controlled by diffusion and/or degradation of the matrix, typically by spontaneous hydrolysis. In addition, osmotically mediated mechanisms may be involved. In all cases, the uptake of distinct quantities of water into the matrix is required to enable drug diffusion and hydrolytic cleavage of polymer chains. For polymers with a higher water uptake that form gels in a physiological environment, swelling may control drug release rates. However, for many controlled release implants and particles from less hydrophilic polymers, the extent of water uptake is rather low. In this case, the type of erosion mechanism may largely depend on the involved rates of two mechanisms, water uptake and hydrolytic degradation, and which of them is dominating over the other.

While several additional aspects such as drug characteristics, matrix shape, and microstructure may impact drug release, a detailed understanding of the inherent properties of matrix polymers is required to design drug releasing particles or implants with the desired release rates. In this chapter, temporal controlled injectable and implantable delivery systems are reviewed, which involve degradation and erosion of the polymer matrix.

8.2 Factors Influencing Drug Release from Degradable Polymer Matrices

8.2.1 Overview

A central goal in controlled drug delivery is to establish the desired release kinetics of a certain drug for a specific application. Several factors may affect drug release rates, and the most important aspects of these are summarized in Fig. 8.1. In general, factors controlling drug release behavior can be classified into two major groups, i.e., (1) physical processes and chemical/physicochemical molecular properties associated with the involved materials and (2) the environmental conditions as well as properties related to the engineered shape of the drug carrier. Importantly, stability of the bioactive compound under the conditions used for incorporation in the polymer matrix as well as in the microenvironment provided during release is the most important precondition, which is of relevance particularly for proteins [8–12]. Although each of these aspects is worth discussion in length, this chapter mainly focuses on the effects of polymer properties and degradation/erosion on controlled drug release. Other important parameters or processes that contribute to the release profile are only briefly mentioned in the following subsections.
8.2.2 Indication and Required Release Rates Define Preferred Carrier Type

At the starting point of any project aiming to design controlled release carriers, two things will typically be known – the drug and its clinical application. Against the background of the drug’s pharmacokinetics (e.g., minimal effective concentration, clearance), the specific application will define several requirements such as (1) the desired release rates, duration of release and total dose, (2) the route of administration (e.g., sc, im, ip, or site of surgical placement), (3) type of drug carrier (e.g., particles or implants), (4) specific shapes or dimensions of the carrier (e.g., particle size distribution or shape of implants such as polymeric stents), and (5) other design criteria.

Depending on these application-dictated requirements, a specific drug carrier may be selected that fits the indication of interest, e.g., implant rods [13, 14] or injectable 20–100 μm microparticles as local drug depots [15, 16], phagocytozable
microparticles of 1–10 μm for vaccine targeting into antigen presenting cells [17, 18], nanoparticles of <200 nm for cancer therapy [19] hypothesized to accumulate in tumor tissue by the enhanced permeation and retention (EPR) effect [20], or even actively moving matrices such as self-anchoring implants [21–23].

Obviously, the three dimensional geometry of the carrier is of major importance. Larger diffusion lengths, such as present when increasing the diameter of spherical microparticles, often result in slower release, for low-molecular-weight hydrophobic drugs, as shown for unimodal microparticles of different sizes [24]. By contrast, release of large macromolecular drugs from PLGA implants has shown surprisingly little device size dependence [25]. Macroscopic implants such as rods can be expected to show substantially different release by drug diffusion when the aspect ratio of implant length and diameter is altered. Moreover, a porous ultrastructure of the polymeric matrix may enable diffusion through macro- or micropores at much higher rates than through a dense matrix.

8.2.3 Effect of Environmental Conditions on Release

The drug release rates that finally can be realized from a specific carrier are largely affected by environmental or physiological conditions, drug physicochemical properties, matrix ultrastructure and shape, contributions of osmotically driven mechanisms, and, importantly, biodegradation and erosion pathways of the polymeric matrix. While release assays may not in all cases be designed to fully display in vivo conditions, modifications in experimental conditions certainly can alter drug release. Typically, standard conditions will be at 37°C in a suitable buffer at physiological pH value. However, particularly for hydrophobic drugs with low solubility, the set up of the assay, the volume of release medium, the presence of solubilizing surfactants, and the intensity of agitation may play a significant role [16]. Also, alterations of microparticle mass per volume of release medium changed release rates in selected cases indirectly due to an accumulation of degradation products and pH drop in the bulk fluid when studying suspension concentrations in the typically employed range [26].

Physiological or pathological environmental conditions during in vivo studies may sometimes result in a faster drug release than in vitro, e.g. due to the presence of enzymes, which in some cases are known accelerators of polymer degradation [27]. Such enzymes or alternative substances that catalyze polymer breakdown [28] or plasticize the matrix polymer may be included in in vitro studies. However, besides single catalytic substances that could be employed in release assays, polymeric drug carriers may additionally be faced with a complex interplay of immune cells and soluble factors when exposed to a physiological environment in vivo. Additionally, different injection sites may provide substantial differences in environmental conditions such as blood perfusion, capillary distances, or interstitial fluid volumes, which potentially lead to intra- and interindividual alterations in drug release rates.
8.2.4 Impact of Drug Properties

The physicochemical properties of the drug molecules are another key factor when discussing release rates. For example, low solubility drugs are typically characterized by lower diffusion rates due to a lower concentration gradient of the drug from the inside to the outside the matrix. The diffusion of encapsulated substances may also depend strongly on the drugs’ hydrodynamic radii, or more simply, their molecular weights. Diffusion mechanisms of molecules encapsulated in a polymer matrix include jumps between cavities in the free volume of the polymer and movements of these cavities due to wriggling of polymer chains in a rubbery or swollen state [29]. Large substances such as proteins do often not show release by diffusion through a dense, nonporous polymer matrix. This is because proteins do not generally partition in the polymer phase and because their molecular size may be substantially larger than the physically entangled mesh of the matrix polymer.

Noncovalent binding between drug and polymer may reduce release rates or cause incomplete release until complete erosion of the polymer. For example, hydrophobic moieties of drug and polymer may interact by hydrophobic binding. Basic drugs that possess ionizable amine groups may undergo ionic interactions with carboxyl functions that are initially present or emerge from polymer degradation. Besides, as discussed later, drug molecules may interact by different pathways with the polymer degradation.

8.2.5 Contributions of Osmotically Mediated Mechanisms

Although thematically overlapping with certain aspects of what has briefly been summarized above, osmotically driven mechanisms are major contributors to drug release profiles. In the polymer matrix, osmotic pressure builds up by encapsulated highly water-soluble compounds, resulting in water influx. Such water penetration through the polymer phase and/or pore network can result in rupture of pore walls for rapid release out of the polymer and/or release by osmotic convective mass transfer. Osmotically active substances may not only be hydrophilic drug molecules, but also several types of excipients. For instance, this includes salts, polyols, or sugars commonly used to shield therapeutic proteins from interfaces during microencapsulation and release, to act as cryo- or lyoprotectors, to enhance microviscosity, or to modify the particle microstructure [8–12, 16].

For some matrix polymers, particularly those with a substantial degree of swelling, water uptake into the polymer phase potentially increases the overall diameter of the drug carrier. At the same time, along with the swelling of the polymer phase of a porous matrix, polymer free drug loaded micropores and cavities may lose some of their volume after being occupied by swollen polymer. As an example from commonly used PLGA materials, free carboxyl end groups and low molecular weight promote water uptake. Therefore, on the one hand, swelling of the matrix
material could facilitate movement of dissolved drug out of large interconnective pores. Also, a higher swellability of the particle core compared to the shell may result in osmotically driven breakage of the particles. This was shown for microparticles prepared in a two step procedure with coating of water soluble polymers with nonsoluble PLGA [30] as well as for phase segregated microparticles as obtained by blending immiscible polymers with different hydrophilicities and molecular weights [31, 32]. On the other hand, substantial swelling that first occurs at the particle surface may lead to closure of micropores and a swelling-controlled release mechanism from polymer matrices of relative hydrophilicity.

Recently, attention has been drawn to a mechanism that affects drug release from amorphous polymers with a glass transition in the range of body temperature – the pore closing mechanism [33, 34]. Such polymers such as PLGA, at least after the onset of degradation and/or plastification in an aqueous environment, show self-healing phenomena. Among other preconditions [35, 36], chain mobility and polymer interdiffusion is required to take place at relevant rates for self healing, which can be the case when exceeding the glass transition temperature \( T_g \) of linear, physically entangled polymers. Also, prone from plasticization by water after immersing the polymer into the release medium, \( T_g \) reduction to physiological temperature is a major contributor. As a consequence, initially rough macroporous particle surfaces can become smooth in the first days of incubation, which is linked to a reduced drug diffusion and possibly the end of the initial release period [33, 37].

Moreover, polymer properties have a very important impact on drug release rates from degradable matrices. This includes several aspects, e.g. polymer hydrophilicity/hydrophobicity, drug–polymer interactions, polymer mesh width and drug diffusibility, polymer morphology and physical state, and, importantly, the polymer degradation and erosion behavior.

### 8.3 Principles of Polymer Degradation and Erosion

#### 8.3.1 Principles of Polymer Degradation

The degradation, i.e., the molecular breakdown of polymers is governed by both their chemical composition, architecture and morphology as well as a complex interplay of environmental conditions and device properties. For example, in hydrolytically degrading (co)polymers, the uptake of water into the matrix is an essential precondition for chain cleavage and is affected by the matrix hydrophilicity as a function, e.g., of the type of monomer, comonomer mixture, and end-capping. Moreover, for semicrystalline polymers water uptake and degradation preferentially occurs in amorphous domains which are less organized and show higher water and drug diffusivities. This makes polymer crystallinity a decisive matter also in terms of drug release. Additionally, several other aspects influence water uptake of produced devices such as the temperature, the matrix porosity, or the incorporation of substances like drugs or additives with distinct capacities for inducing osmotic pressure.
In principle, three concepts of polymer degradation with relevance for controlled drug release can be differentiated [38]. First, linear polymers as most often used for controlled drug release matrices can degrade into mono- or oligomers by random or selective scission of bonds in the polymer main chain (Fig. 8.1). All commercialized drug loaded implants and microparticle products based on polyesters or polyanhydrides follow this pathway. Second, linear polymers may contain side chains that, after cleavage, convert into hydrophilic or charged groups attached to the polymer backbone, which enable aqueous solubility of the polymer. Besides other pathways [39, 40], this mechanism is discussed as the major pathway in polyalkyl-cyanoacrylate degradation in vivo [41–43]. Third, polymer networks may disintegrate into water-soluble linear polymer chains by selective degradation of netpoints. Polyacrylate-based networks crosslinked with hydrolytically cleavable copolyester segments are examples for hydrophobic matrices following this principle [44]. Additionally, alginate hydrogels with ionic crosslinking [45], modified gelatin with weak covalent crosslinks [46], or poly(ethylene glycol) hydrogels crosslinked by enzyme sensitive peptides [47] are other examples for this principle. However, hydrogel matrices with high diffusion rates for small molecular drugs may not in all cases be useful for a prolonged drug release without additional modifications.

Besides the overall chemical composition, the sequence structure of copolymers can substantially influence the polymer degradation. This is particularly true when bonds associated with certain monomers in copolymers undergo faster degradation than others, i.e., they represent weak links. When these weak links are arranged in distinct blocks in the polymer chain, selective degradation of such blocks will occur first. Mass loss and complete erosion of such block copolymer samples in aqueous media may be substantially slower than in the case of copolymers with a random distribution of the weak links, where possibly shorter chains are produced from initial degradation. Typical examples for weak links are glycolide–glycolide diads in lactide–glycolide copolymers, which are more sensitive for hydrolytic degradation [48, 49]. In block copolymers with poly(ε-caprolactone) (PCL) and poly(p-dioxanone) (PPDO) segments, PCL blocks were shown to be weak links in the presence of enzymes as relevant for in vivo conditions [27].

The three dimensional architecture of the polymer molecules should also be taken into account when discussing degradation properties. While mostly linear polymers are synthesized by using mono- or possibly bifunctional starter molecules, star shaped or branched polymers can be obtained when employing starter molecules with three or more reactive moieties. One example with relevance in the field of controlled release is glucose-PLGA, which bears multiple chains of lactide–glycolide on a central glucose molecule. Typically, a faster degradation and mass loss can be observed for branched compared to linear polymers of a similar molecular weight (Fig. 8.2). This was suggested to advantageously contribute to the aim of a continuous release of encapsulated drugs by reducing intermediate “lag” phases of low release [50, 51]. A faster degradation of branched molecules may be explained by a faster gain of the critical oligomer size for aqueous solubility due to the shorter initial length of each arm. Another theoretical explanation, i.e. a higher water uptake due to a larger number of hydrophilic end groups, could not be
confirmed [51], since free carboxyl groups of linear PLGA appear to attract more water than hydroxyl terminated branched PLGA. Besides, it may be hypothesized on whether there is a larger polymer free volume in branched PLGA because of a limited packing density of the arms. In this case, a higher diffusivities for water and other substances might occur, which possibly may facilitate degradation.

In contrast to small molecule or protein drugs with a defined chemical structure and molecular weight, polymers synthetically obtained by macromolecular chemistry are characterized by a certain distribution of molecular weights. The polydispersity (PD) as calculated by dividing the weight average molecular weight $M_w$ by the number average molecular weight $M_n$ serves as a measure to describe the molecular weight distribution and the content of low molecular weight components. Preferentially, the PD is in the range of 1.2–2.5 for uniform chain lengths [52]. When polymer chains with a lower degree of polymerization are present in mixture with high molecular weight polymers, the short chains at identical degradation rates statistically reach faster the critical molecular weight for aqueous solubility of oligomers. Thus, microvoids are created in the matrix, which enhance the water uptake. In addition, the oligomers may act as catalysts for degradation, and can result in an overall faster and/or inhomogeneous degradation of the entire matrix.

Depending on the matrix size, average diffusion pathlengths for polymer degradation products out of the matrix can differ by orders of magnitude. Autocatalytic activity of acidic polymer degradation products trapped inside the matrix is a common observation for polyester materials [53, 54]. While a pH drop due to accumulation of these acidic degradation products has also been observed for very small microparticles [55], this effect is typically more pronounced for larger matrices.
Such accumulation of catalytic polymer degradation products can result in different local degradation rates at different spatial positions of polymeric implants [48, 56–58], which determine the overall erosion characteristics of the sample.

### 8.3.2 Principles of Erosion Triggering Mass Loss

Polymer erosion, i.e., the release of degraded or nondegraded polymeric material, resulting in mass loss of the sample, may in principle derive from degradation induced by exposure to different factors including, e.g., heat, light, or oxidative stress. However, physiologic triggers such as spontaneous hydrolysis in an aqueous environment or enzyme and cellular attacks may be the most common pathways for polymers designed for medical applications. For polymer erosion that relies on aqueous hydrolysis, four different steps can be differentiated, i.e., (1) wetting of the polymer surface including a possible internal porous structure, (2) water uptake with a material-specific rate into the polymer bulk, (3) degradation of the polymer following a characteristic pathway with a material- and possibly geometry dependent rate, and (4) if possible, diffusion controlled removal of degradation products. A major aspect in this context is the speed and extent of water uptake compared to the degradation rate and water consumption during hydrolysis [59, 60].

On the one hand, diffusion of water into the matrix may take place at very low rates and, if exceeded by the degradation rate of the polymer, the combination of both leads to a surface-erosion mechanism of the drug carrier. In such a strictly surface-eroding material, the water uptake into the bulk will be low. The average molecular weight of the polymer sample remains high over a long period of time due to nonattacked polymer in the matrix core, while the device mass decreases continuously.

On the other hand, there is the predominantly used group of bulk degrading polymers for controlled release matrices, e.g., copolymers synthesized from dilactides and diglycolide (PLGA). In these materials, water uptake is most commonly faster than biodegradation. This means that degradation is not confined to the matrix surface but rather the entire polymer matrix is subjected to degradation at the same time. This is typically reflected in a decrease of the average molecular weight of the matrix without major initial mass loss, followed by a fast mass loss once the polymer degradation products in the matrix core reach a critical chain length (Fig. 8.3). Owing to osmotic activity of the degradation products and increased hydrophilicity of the polymer as the molecular weight decreases, the water uptake into the bulk may increase over time [61, 62].

When devices are characterized by a geometry and/or microstructure that allows easy diffusion of degradation products out of the matrix, the decrease of molecular weight during bulk degradation may be homogeneous throughout the matrix [63, 64]. However, mostly this is not the case for bulk degrading materials, particularly for larger sized implants [48, 56]. This is well known to be initiated by an accumulation of degradation products [53], which autocatalyze degradation and lead to a heterogeneous bulk degradation.
The critical molecular weight at which mass loss occurs was found to be 10–25 kDa for PLGA in some studies [62]. However, others reported much lower values such as 4 kDa [65] to be the critical PLGA molecular weight. When analyzing the aqueous solubility of 1 kDa PLGA oligomers (~14-mers; no PD reported), only ~70% dissolved in distilled water [66], suggesting that significant solubility may be achieved only for rather short oligomers. This is in line with data from the degradation of poly(D,L-lactide), where aqueous solubility was only observed for a degree of polymerization lower than 8 [67]. In this context, it is important to consider (1) differences in the analytical techniques to determine average molecular weights (relative values as calculated compared e.g. to polystyrene standards vs. the absolute values as obtained by multidetector GPC), (2) the polydispersity, PD, of the polymer, (3) the solubility of the endcapping moiety, and (4) that discussing Mn values might be more relevant in view of the initiation of matrix mass loss by aqueous solubility of degradation products (the cited studies typically providing only relative Mw).

Since the matrix degradation/erosion pathway depends on several factors such as the water uptake rate, degradation rate, and matrix dimensions, different erosion profiles may be observed for one material when changing, e.g., environmental conditions or matrix dimensions. For instance, incorporation of acidic substances
into the matrix acting as catalysts can increase the degradation rate, thus changing degradation pattern and drug release to a surface erosion controlled mechanism for certain polymers [68]. Also, in principle, classically bulk eroding polyester materials such as PLGA may be surface eroding when the matrix dimensions are dramatically increased or the rate constant of degradation rises strongly by changing to a highly basic pH. Similarly, classically surface eroding materials may become bulk eroding when the matrix dimensions are reduced below a critical length scale [59, 60, 69]. However, limitations in the therapeutically suitable sizes of drug carriers and in vivo environmental conditions may not allow free alteration of the erosion behavior of a given polymer by these strategies. Therefore, careful selection of polymer properties, including building blocks and matrix characteristics, remains the most feasible strategies to tailor polymer degradation/erosion and drug release.

It is important to stress again that the degradation/erosion pathway of hydrolytically degradable materials is not necessarily an irrevocable consequence of the employed linkages between the building blocks such as ester bonds. On the contrary, in pure water the mechanism depends on water uptake and degradation rates. Recently published reports indicate that surface erosion can be realized for polyesters when the water uptake rates are reduced by erasing the relative hydrophilicity of polyesters. In order to do so, hydrophobic alkanediol starter molecules were used to first synthesize polyester macrodiols, which subsequently were linked together with hydrophobic diacids [70]. Similar effects might possibly be observed when coencapsulating hydrophobic additives in the matrix.

As described above, the degradation/erosion pathway can also be a function of environmental conditions [59], which include in vivo the presence of enzymes and cells. For PLGA, a spontaneous hydrolysis is assumed to be rate limiting. However, occasionally observed higher degradation rates in vivo are repeatedly assigned to enzymatic catalysis [71, 72], but may also be based on other factors, e.g. inflammatory cell/tissue responses or plasticization of the polymer by molecules present in vivo. At least for poly(l-lactide), there are some reports on enzymatic acceleration of polymer degradation [73]. Also, for other polyesters or copolyesters that include ε-caprolactone as building blocks, an enzymatically catalyzed surface erosion was observed [74, 75].

### 8.3.3 Drug Effects on Polymer Degradation

The incorporation of any substances including drugs into a polymer matrix may change the polymers degradation behavior. This is very obvious in the case of embedded highly soluble drugs or additives of similar properties, which may change the osmotic pressure in the matrix and increase water uptake. Accordingly, an increased catalytic degradation of PLGA implants was observed depending on the loading with a water-soluble N-acetyl cysteine, which enhanced water uptake. Additionally, the free carboxyl groups of the drug may have contributed to polymer degradation by acidic catalysis [76]. Moreover, water uptake resulted in a $T_g$
reduction, i.e., plasticization with increased chain flexibility and in turn higher water and drug diffusion coefficients.

For basic drugs, e.g., thioridazine, an amine catalyzed hydrolysis of the polymer matrix during the particle preparation and a faster release were observed, which could be reduced by performing the o/w emulsification at lower temperatures or erasing the drug’s basicity by the formation of salts [77, 78]. Similarly, drug induced PLGA degradation could be overcome for basic metoclopramide by using its salt form for the preparation of in situ implants [78]. In another study with different amine drugs molecularly dispersed in poly(lactic acid) (PLA), it was shown that an accelerated release correlated well with the ability of the drug to catalyze the polymer degradation, but not with the $T_g$ reduction, the drug’s $pK_a$, or the drug’s octanol–water partition coefficient [79, 80].

Another drug, namely, haloperidol, was suggested to change the type of matrix erosion from bulk-to surface erosion [81]. It is interesting to speculate as to whether high loading of the hydrophobic drug may have altered the water uptake and, as a consequence, slowed down polymer degradation in the matrix core.

### 8.4 Drug Release Characteristics of Degradable Polymeric Carriers

#### 8.4.1 Polymers in Commercial Parenteral Drug Delivery Products

A summary of commercial controlled drug release products for parenteral administration that are based on degradable polymer matrices is provided in Table 8.1. The employed carrier strategies include microparticles, preformed implants, and in situ forming implants. Importantly, in all but one of the so far commercialized products, PLA/PLGA is used as matrix polymer. This can be explained from a historical point of view, since there was substantial experience with PLA/PLGA as suture material when research on controlled release implants and microparticles was initiated. However, the approval of at least one non-PLA/PLGA product indicates that regulatory requirements and economic aspects can both be fulfilled when introducing new degradable polymers for use in humans. Also, there are significant efforts to get to the market an injectable viscous poly(ortho ester). This viscous mixture consists of ~6 kDa polymer, drug, and 550 kDa methoxy poly (ethylene glycole) to further reduce the viscosity [82]. Progress toward commercialization of this material can be seen from a recently completed Phase III study on APF 530 (granisetron) for the prevention of nausea and vomiting in patients receiving chemotherapy [83] and the submitted new drug application for subcutaneously injected APF 530, a serotonin antagonist specifically binding to 5-HT$_3$ receptors [84].
<table>
<thead>
<tr>
<th>Drug</th>
<th>Product</th>
<th>Indication</th>
<th>Matrix polymer</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Octreotide</strong></td>
<td>Sandostatin LAR&lt;sup&gt;®&lt;/sup&gt; Depot</td>
<td>Acromegaly; diarrhea associated with metastatic carcinoid tumors; diarrhea associated with Vasoactive intestinal peptide secreting tumors</td>
<td>PLGA-glucose</td>
<td>[51, 104, 218–222]</td>
</tr>
<tr>
<td><strong>Lanreotide acetate</strong></td>
<td>Somatuline&lt;sup&gt;®&lt;/sup&gt; LA</td>
<td>Acromegaly; thyrotropic adenomas; neuroendocrine tumors</td>
<td>PLGA</td>
<td>[223]</td>
</tr>
<tr>
<td><strong>Leuprolide acetate</strong></td>
<td>Enantone&lt;sup&gt;®&lt;/sup&gt;/ Trenantone&lt;sup&gt;®&lt;/sup&gt; (Europe)</td>
<td>Prostate cancer; endometriosis; uterine fibroids; central precocious puberty&lt;sup&gt;a&lt;/sup&gt;</td>
<td>PLGA/PLA</td>
<td>[1, 93, 110, 215, 224–231]</td>
</tr>
<tr>
<td></td>
<td>Lupron Depot&lt;sup&gt;®&lt;/sup&gt; (USA)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Prostap&lt;sup&gt;®&lt;/sup&gt; (GB)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Triptorelin acetate</strong></td>
<td>Decapeptyl&lt;sup&gt;®&lt;/sup&gt;, Gonapeptyl&lt;sup&gt;®&lt;/sup&gt;</td>
<td>Prostate cancer; endometriosis; uterine fibroids; central precocious puberty&lt;sup&gt;a&lt;/sup&gt;</td>
<td>PLGA</td>
<td>[232–234]</td>
</tr>
<tr>
<td><strong>Triptorelin pamoate</strong></td>
<td>Trelstar&lt;sup&gt;TM&lt;/sup&gt; Depot</td>
<td>Prostate cancer; endometriosis; uterine fibroids; central precocious puberty&lt;sup&gt;a&lt;/sup&gt;</td>
<td>PLGA</td>
<td>[235, 236]</td>
</tr>
<tr>
<td><strong>Triptorelin embonate</strong></td>
<td>Pamorelin&lt;sup&gt;®&lt;/sup&gt;</td>
<td>Prostate cancer; endometriosis; uterine fibroids; central precocious puberty&lt;sup&gt;a&lt;/sup&gt;</td>
<td>PLGA</td>
<td>Not available</td>
</tr>
<tr>
<td><strong>Buserelin acetate</strong></td>
<td>Suprecur&lt;sup&gt;®&lt;/sup&gt; MP</td>
<td>Endometriosis, uterine myoma</td>
<td>PLGA</td>
<td>[103]</td>
</tr>
<tr>
<td></td>
<td>Vivitrol&lt;sup&gt;®&lt;/sup&gt;</td>
<td>Alcohol dependence</td>
<td>75:25 PLGA</td>
<td>[98, 237]</td>
</tr>
<tr>
<td><strong>Risperidone</strong></td>
<td>Risperdal&lt;sup&gt;®&lt;/sup&gt; Consta&lt;sup&gt;®&lt;/sup&gt;</td>
<td>Schizophrenia</td>
<td>75:25 PLGA</td>
<td>[238–243]</td>
</tr>
<tr>
<td><strong>Minocycline hydrochloride</strong></td>
<td>Arestin&lt;sup&gt;®&lt;/sup&gt;</td>
<td>Peridontal disease</td>
<td>PLGA</td>
<td>[244]</td>
</tr>
<tr>
<td><strong>Exenatide</strong></td>
<td>Exenatide Once Weekly&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Type 2 diabetes</td>
<td>PLGA</td>
<td>[245, 246]</td>
</tr>
<tr>
<td><strong>Preformed implants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>Buserelin acetate</td>
<td>Profact&lt;sup&gt;®&lt;/sup&gt; Depot</td>
<td>Prostate cancer</td>
<td>75:25 PLGA</td>
<td></td>
</tr>
<tr>
<td>Goserelin acetate</td>
<td>Zoladex&lt;sup&gt;®&lt;/sup&gt;</td>
<td>Prostate cancer,</td>
<td>50:50 PLGA</td>
<td></td>
</tr>
<tr>
<td>Carmustin</td>
<td>Gliadel&lt;sup&gt;®&lt;/sup&gt;</td>
<td>Brain tumors (glioblastoma)</td>
<td>20:80 Poly[1,3-bis((\rho)-carboxyphenoxy)propane-(co)-sebacic acid], p(CPP-SA), (Polifeprosan 20)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>In situ forming implants</strong></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Doxycycline</td>
<td>Atridox&lt;sup&gt;®&lt;/sup&gt;</td>
<td>Peridontal disease</td>
<td>PLA</td>
</tr>
<tr>
<td>Leuprolide acetate</td>
<td>Eligard&lt;sup&gt;®&lt;/sup&gt;</td>
<td>Prostate cancer</td>
<td>PLGA&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Approved indications may differ depending on the respective product and approving country

<sup>b</sup>Approval pending

<sup>c</sup>Employed PLGA comonomer ratios differ (1 Month: 50:50 PLGA, 7.5 mg drug; 3 months: 75:25 PLGA, 22.5 mg drug; 6 months 85:15, 45 mg drug)
Obviously, the largest number of degradable parenteral controlled release products are based on microparticles as drug carriers. Beneficial aspects of microparticles as drug depots compared to preformed implants include their injectability through needles of smaller diameters as well as the advantages of all multiple unit dosage forms, i.e., a possibly better average reproducibility of their properties. As an alternative delivery concept that benefits from an easy injectability along with a simple preparation procedure, in situ forming implants have received market approval for multiple products. In situ implants are formed in the tissue after injection, mostly due to polymer precipitation from organic solutions as recently summarized [16, 85, 86].

Besides preformed implants in the classical rod-like shape with the single functionality to act as drug depot, processing of drug loaded degradable polymers into advanced shapes may open new fields of application that combine drug release and a supporting function. Particularly the stent technology for the treatment of coronary artery diseases is demanding such degradable material concepts [87]. Therefore, there are some approaches in preclinical or early clinical research toward stents that are solely based on degradable polymers [88] such as PLA, poly(anhydride esters) [89, 90], tyrosine derived polycarbonates [90, 91], or shape-memory polymers [92].

8.4.2 Microparticles

8.4.2.1 Microencapsulation Techniques

Parenteral administration of microparticles into a tissue require injectability through standard needles. Therefore, particle sizes below 100 μm are typically preferred. Smaller particles below 10 μm can be subject to phagocytosis and immunological processing. Thus, such small particles may be undesired for sustained release formulations as local depots unless antigen presenting cell targeting is desired. The employed microencapsulation technique can largely affect the particle properties such as the morphology, which may be capsular, multivesicular, or monolithic.

A summary of the most commonly employed microencapsulation techniques is provided in Fig. 8.4. Out of these methods, emulsion techniques are most often used at least in the laboratory scale due to their versatility in adaption for drugs of different physicochemical properties. Water soluble compounds that exhibit no major solubility in carrier solvents such as methylene chloride or ethyl acetate can be dispersed in the polymer phase as an aqueous drug solution. This w1/o emulsion is subsequently dispersed in an external aqueous phase resulting in a w1/o/w2 emulsion, where the o-phase solvent is removed by extraction/evaporation. This technique was mainly advanced in the development of Lupron Depot® for a peptide drug [1, 93] (see Table 8.1). It may result in multivesicular or capsular morphology and is useful also for other water-soluble compounds including proteins. However, molecules such as proteins, which may be more critical due to physical or chemical instabilities in the dissolved state during emulsification [8], may benefit from
alternative techniques that avoid the exposure of dissolved drug to physical or chemical stress. This was realized by encapsulation methods, where solid compounds are suspended in the polymer phase. This suspension may then be dispersed in an external aqueous phase (s/o/w technique) [94], an external oil phase (s/o/o technique) [95], or subjected to spray drying or spray congealing methods [96].

Drugs that dissolve well in polymer solutions can be embedded into microparticles by even more techniques. For those molecules that show poor aqueous solubility, the most easy microencapsulation methods involve o/w emulsions of a drug–polymer solution in an aqueous continuous phase [97] such as industrially used for the preparation of Vivitrol® [98]. Also, the o/w ammonolysis technique [99] may be suitable in selected cases. Possible leakage of drugs with higher solubility in to external aqueous phases may be overcome by o_1/o_2 emulsion methods [100], spray drying [101], or organic phase separation techniques [102]. Some of these techniques are also used for hydrophilic molecules such as peptides. For example, buserelin acetate was loaded in Supracur MP® by spray drying [103] and coacervation techniques were used to manufacture octreotide loaded Sandostatin LAR® Depot [104, 105]. Drugs that are compatible with a molten polymer may be molecularly distributed and, after solidification of the polymer, ground into drug-loaded particles [106]. Also, the solvent or antisolvent properties of supercritical fluids for polymers were suggested to be used in microencapsulation processes [107]. A more comprehensive summary of all preparation techniques has been given recently [16].
Obviously, there is no microencapsulation technique that will be likewise suitable for all types of drugs and polymers. Some very common challenges of the different methods are briefly summarized in Fig. 8.5. Generally, emulsion methods are faced with issues of solubility and distribution of drugs and solvents between the different employed phases. As drug solubility in the continuous phase may result in drug loss and poor encapsulation efficiencies, proper selection of the dispersion medium including analysis of solubilization by the employed stabilizer(s) is essential to obtain high encapsulation efficiencies. Moreover, due to a limited, but still relevant solubility of polymer solvents in the continuous phase, drugs dissolved in that solvent (e.g., o/w and o₁/o₂ techniques) may follow the solvent flux and distribute into the continuous phase. Additionally, organic phase separation techniques are frequently faced with the issue of residual, commonly nonvolatile coacervation agent.

Spray-drying appears as an elegant approach as it involves gas rather than solvents for particle dispersion, so that drug loss may certainly not be a major issue. However, solvent flux to the gas interface and hardening of the particles has to occur very rapidly, possibly making spray drying harder to control and less flexible in view of formulation parameters compared to emulsion techniques. Also, the absence of surfactants coated to the particle surface may result in particle aggregation and poor dispersibility of particles from hydrophobic polymers. Additionally, at least under laboratory conditions, typically larger batch sizes and more
specific equipment are required. The same may be true for techniques employing supercritical fluids, which so far are industrially applied to extract substances from biological matrices, e.g., essential oils. This is because they can penetrate well through materials and have good solvent power under specific conditions [108]. Therefore, although acting as antisolvents for most polymers and inducing precipitation of microparticles, supercritical fluids may at the same time well dissolve drugs, which could result in poor encapsulation efficiency.

8.4.2.2 Drug Release from Microparticles

Microparticles are generally characterized by a large ratio of surface area and volume. For drugs that are suitable to diffuse through a totally hydrated microparticle matrix, short diffusion pathways may result in release over days to months depending on the microparticle morphology and the physicochemical properties of the drug. By contrast, molecules that cannot permeate through a compact polymer matrix such as proteins above a certain hydrodynamic radius may, after initial burst, not be further released until breakdown of the dense matrix [109]. Therefore, a controlled induction of a defined level of porosity during microparticle preparation along with suitable properties of the degradable matrix polymer may be the key to establish a continuous release of such encapsulated compounds. Some general approaches involving additives to improve release profiles may be generally applicable for both microparticles and implants have intensively been reviewed in the literature [8, 10–12, 16]. Some additive strategies are discussed for implants in Sect. 8.4.3.2.

Among the commercially successful microparticle products (Table 8.1), the formulations of leuprolide acetate based on 14 kDa PLGA 75:25 (Enantone® and Lupron Depot® 1-Month SR formulations) or 15 kDa PLA (Trenantone® and Lupron Depot® 3-Month SR or 4-Month SR formulations) are best described in the scientific literature and provide a valuable knowledge of most of the basic aspects of microencapsulation. Often, release profiles from dense microparticles are characterized by a more or less pronounced burst release followed by a “lag” phase of almost no release. Depending on the degradation/erosion profile of the matrix polymer, the onset of a “log” phase with an exponentially accelerated release can be observed after a certain time. Different approaches have been used to overcome “lag” phases such as blending the matrix polymer with small portions of low molecular weight polymers [25]. During the development of Lupron Depot®, PLGA/PLA oligomers were consciously avoided, as they also may enhance burst release [110]. In contrast, a distinct level of porosity with pores of ~1 μm in diameter created in the microparticle surface, but not in the core, was achieved during the w1/o/w2 solvent extraction/evaporation and lyophilization process (Fig. 8.6a) [110]. As a consequence, the effective surface for a diffusion-controlled drug release from the top layers of the microparticles is much larger than the outer particle surface. This may explain why the lag phase is relatively short until degradation/erosion of the polymer bulk contributes to the leuprolide release profile in vivo (Fig. 8.6b).
Another approach to smoothen the release profile was developed for bromocriptine, which was released in a characteristic biphasic manner in vivo from microparticles prepared from linear standard PLGA. After a high burst release and a pronounced “lag” phase, a second phase of increased release rates correlated with the onset of mass loss, i.e., the erosion of the microparticle matrices (Fig. 8.7a). The development of branched PLGA employing glucose as a polyol starter molecule in polymer synthesis provided materials that faster reach aqueous solubility of degradation products than linear polymers of the same average molecular weight (Fig. 8.2). As a consequence, a reduced or absent “lag” phase was observed until polymer degradation contributed to the bromocriptine release from Parlodel® LAR microparticles (Fig. 8.7b). While Parlodel® LAR is no longer on the market,
the technology platform of branched PLGA-glucose remains of economical relevance, since the copolymer is used in the Sandostatin LAR® Depot (Table 8.1).

One may expect that classical surface eroding materials such as polyorthoesters can also be used to overcome discontinuous release profiles, particularly for large molecules such as proteins. Bovine serum albumin (BSA) was encapsulated by a w/o/w method into multivesicular microparticles from a series of class IV polyorthoesters. This class of polyorthoesters is often termed as “autocatalyzed,” since these copolymers include small quantities of latent acids such as lactic acid (Fig. 8.8a) in the backbone which, upon cleavage, catalyze the hydrolysis of otherwise relatively stable orthoester linkages. Additionally, the polymer hydrophilicity, water uptake, and degradation rate can be altered by conducting copolymerization with different ratios of different diol compounds such as hydrophilic, flexible triethylene glycol and hydrophobic, rigid trans-cyclohexanediolmethanol (Fig. 8.8a). During

Fig. 8.8 Properties of w/o/w microparticles from a series of class IV polyorthoesters for the release of bovine serum albumin. (a) Scheme of involved building blocks. Based on the reaction of the diketene acetal 3,9-diethylidene-2,4,8,10-tetraoxaspiro[5.5]undecane (DETOSU) with different diols, the copolymers C1, C2, D1, and D2 with molecular compositions were obtained. CDM is a rigid diol with a hydrophobic core, while TEG is flexible, hydrophilic and attracts water. CDM-mLT contains lactide as a latent acid to catalyze the degradation of polyorthoester linkages. (b) Weight loss of microparticles prepared from the polymers C1, C2, D1, and D2 during in vitro degradation in pH 7.4 PBS buffer at 37°C. (c) Cumulative in vitro release of bovine serum albumin (BSA) from microparticles in pH 7.4 PBS buffer at 37°C. Figures adapted from [216], Copyright 2001, with permission from Elsevier
Table 8.2  Potential advantages and challenges associated with microparticles as drug carriers

<table>
<thead>
<tr>
<th>Potential advantages</th>
<th>Potential challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Easy adjustment of doses</td>
<td>Burst release</td>
</tr>
<tr>
<td>Injection through small needles</td>
<td>Nonlinear release profiles</td>
</tr>
<tr>
<td>No local anesthesia required</td>
<td>Hard to remove from the body when treatment must be stopped for medical reasons</td>
</tr>
<tr>
<td>No dose dumping due to failure in single carrier</td>
<td>Complex and expensive preparation</td>
</tr>
<tr>
<td>Selection from variety of biodegradable polymers</td>
<td>Large surface may promote aggregation</td>
</tr>
<tr>
<td>Some preparation techniques conducted under mild conditions</td>
<td>Limited drug loading levels</td>
</tr>
<tr>
<td>High acceptance by patients</td>
<td>Dispersion medium required that increases injection volume; resuspension issues</td>
</tr>
</tbody>
</table>

degradation, an almost linear mass loss without an induction period and with practically no difference between the different microparticle formulations was observed (Fig. 8.8b). Along with practically no change of the remaining polymer mass (data not shown), this indicates a surface eroding behavior. However, since BSA was entrapped in the multivesicular structure in the particle core and did not diffuse through the dense particle shell, an induction period of ~7 days was observed before the onset of (incomplete) protein release (Fig. 8.8c). Decreasing pH due to the latent acid and potential protein aggregation may have supported this behavior. The most hydrophilic, low molecular weight polymer C1 provided highest release of ~60% of its payload during day 7 and day 14 of the study. Generally, non linear release may illustrate that surface eroding materials will not necessarily overcome any issues of discontinuous release profiles from microparticles.

Microparticles as drug carriers have several advantages but are also faced with challenges. Similar to oral multiple unit dosage forms such as pellets, they provide the total drug dosage subdivided into numerous individual matrices. In theory, when considering the properties of a single carrier, i.e., one microparticle compared to one preformed implant, there is a reduced risk for microparticles that failure in the integrity of one individual carrier unit could have toxic effects by dose dumping in a patient. By contrast, it can be speculated that in some cases different release rates of different particle fractions may have advantageously summed up to a linear release profile when particles of nonhomogeneous properties were provided in experimental studies. The same can be achieved by blending particles of different defined release properties (see Sect. 8.5.3) [24]. Another advantageous property of microparticles is their easy adaption of the administered dose to the clinical need by simply injecting a larger or smaller quantity of individual microparticles. By doing so, the relative drug release in vivo may be identical as shown in Fig. 8.6b for a tenfold increase in administered dose of leuprolide loaded microparticles. This is, from an industrial point of view, highly lucrative since one formulation with ~10% (w/w) of peptide payload can be marketed in different strengths (Lupron Depot® 1-Month SR 3.75/7.5/11.25/15 mg). These and other potential advantages but also some challenges of microparticles as drug carriers are summarized in Table 8.2.
8.4.3 Preformed Implants

8.4.3.1 Preparation Techniques

Implants from solid polymers are typically prepared either in a rod-like shape for subcutaneous injection or as disks/wafers for implantation such as during open surgery. Polymer processing to form the implants can in principle be conducted starting from a polymer solution, melt, or powdered material. Although not an exhaustive list, some commonly employed methods are summarized in Fig. 8.9. Drug material dissolved or suspended in a more or less viscous polymer solution can be casted in dishes or extruded into tube blanks such as a silicone tubing [76]. Also, molten or plasticized polymers with molecularly dispersed or suspended drug can be slowly extruded at elevated temperatures using plastic syringes and syringe pumps for processing in an easy laboratory screening method [111, 112]. However, for industrial fabrication of drug loaded implants such as Parlodel® Depot, a more sophisticated setup for hot melt extrusion with well controlled process parameters may be preferred [113], e.g. by using twin screw extruders. Injection molding, which is used to fabricate devices of complex shape for numerous technical fields and employs higher pressure to transfer the plasticized material into a mold, has for example been discussed for peptide loaded implantable rods [114] and industrially applied for gentamicin loaded biodegradable beads [115]. Another concept that avoids organic solvents involves powder mixtures of polymer and drug that are either directly compressed into disks or after a specific pretreatment. The pretreatment may be useful to establish a more homogeneous drug loading and may involve casting of drug/polymer solutions, solvent evaporation, and grinding [116] or, as finally used in the manufacturing of Gliadel®, spray drying into drug loaded microparticles before final compression [117].

It has to be pointed out that each preparation technique may be associated with certain challenges (Fig. 8.10) and that the product properties, e.g., of an implant rod

---

*Fig. 8.9 Summary of the principles of some common preparation techniques for implants

---

*(If no implant-specific casting/compression mold was used in previous step)*
may strongly differ when prepared by different techniques. For example, the porosity of implants from poly[1,3-bis(p-carboxyphenyl)propane-co-sebacic acid] 20:80 p(CPP-SA), a polyanhydride known as surface eroding material, strongly increased depending on the preparation technique in the following order: melt-molding < compression molding < solvent casting. As a consequence, no erosion front as a classical marker of surface erosion could be observed in samples prepared by solvent casting [118].

The use of organic solvents allows shaping of implants at low temperatures and thus may be of interest particularly for temperature sensitive compounds. However, slow solvent removal and hardening of implants may be associated with some disadvantages [119] such as demixing of suspended drug particles, Ostwald ripening of precipitating drug aggregates upon gradual solvent removal, and possibly in homogeneities of the product. While an expected higher porosity after solvent removal may be advantageous to enhance the release of large molecular weight drugs by pore diffusion, high levels of porosity may be associated with poor mechanical stability of implants. Also, the long process times associated with a typically slow solvent evaporation may not be preferred in the pharmaceutical industry. Moreover, due to the implant size with larger diffusion lengths than for microparticles, residual solvents may be more critical for such bulky drug carriers. Table 8.3 summarizes the relevance of vapor pressure for the evaporation process, as well as the ICH solvent classification and ppm limits, of good polymer solvents. It can be concluded that acetone advantageously combines high vapor pressure and noncritical solvent limits with high solvent strength, e.g., for PLGA, which allows use of concentrated polymer solutions in solvent extrusion processes.

Implant manufacturing at elevated temperatures using molten or plasticized matrix polymers is of high relevance for industrial applications as it is a one step process, which is fast and can be operated in a continuous process. However, a dramatic decrease in polymer molecular weight due to thermooxidative or thermomechanical degradation was reported in some studies for both extrusion [120] and injection molding [121] at least for PLA. Besides the matrix polymer, embedded drugs may be subject to degradation. In contrast to that assumption, stability of

![Fig. 8.10](image-url)
substances as labile as peptides and proteins was reported for melt extrusion with PLGA at temperatures in the range of 70–100°C. For example, 100% of BSA were released from a class IV polyorthoester implant prepared by suspension of polymer powder in the polymer at 70°C and subsequent extrusion, indicating the absence of insoluble protein aggregates at least for BSA processing in the solid state [114]. As reported recently, the activity of released lysozyme after melt extrusion with PLGA at 100°C was ~93%, but only ~63% when extruded at 105°C [112]. For vapreotide pamoate, a peptide that is an analog of somatostatin and contains a labile disulfide bond, systematic studies on the effect of extrusion temperature and process time revealed stability for up to two hours at temperatures below 100°C [122]. For injection molding as compared to extrusion processes, higher process temperatures may have to be applied. Additionally, samples are exposed to much stronger shear forces and possibly higher local heat produced during ejection of the plasticized polymer through the nozzle. Extrusion processes are also well known to have difficulties with nonuniform distribution of suspended particles, e.g., higher concentration of particles in the center than at the edges [123, 124].

In their plasticized state during extrusion and injection molding, polymers typically orientate into the thermodynamically preferred random coil. However, when discharged through a nozzle, polymer chains may experience longitudinal orientation. For materials that are suitable to form polymer crystallites such as poly(l-lactide), this orientation of polymer chains may support chain interaction and theoretically may increase polymer crystallinity. Furthermore, polymer crystallites in hydrophobic polymers are often not instantly hydrated and act as diffusion barriers for incorporated drugs under release conditions. Therefore, manufacturing derived alterations of matrix crystallinity may be relevant not only in terms of the mechanical features of an implant, but also regarding the drug release and degradation/erosion properties. Compared to melt extrusion, injection molding typically involves a faster cooling and solidification of possibly well oriented polymer chains as a shell at the wall of

<table>
<thead>
<tr>
<th>Solvent (S)</th>
<th>Evaporation process</th>
<th>Residual solvent guidancea</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Vapor pressure (hPa, 20°C)</td>
<td>Solvent class</td>
</tr>
<tr>
<td>Acetone</td>
<td>233</td>
<td>3</td>
</tr>
<tr>
<td>Acetonitrile</td>
<td>97</td>
<td>2</td>
</tr>
<tr>
<td>Chloroform</td>
<td>211</td>
<td>2</td>
</tr>
<tr>
<td>Dimethylformamide (DMF)</td>
<td>3.8</td>
<td>2</td>
</tr>
<tr>
<td>Dimethylsulfoxide (DMSO)</td>
<td>56</td>
<td>3</td>
</tr>
<tr>
<td>Ethyl acetate</td>
<td>94</td>
<td>3</td>
</tr>
<tr>
<td>Methylene chloride</td>
<td>475</td>
<td>2</td>
</tr>
<tr>
<td>N-Methylpyrrolidone (NMP)</td>
<td>0.3</td>
<td>2b</td>
</tr>
<tr>
<td>Tetrahydrofuran (THF)</td>
<td>173</td>
<td>2</td>
</tr>
</tbody>
</table>

aAccording to [259]
bIt appears that the limit for NMP set in the guideline may not necessarily be critical for FDA approval at least in selected cases. Approved products (e.g., Eligard®) can be directly injected and contain much larger quantities of NMP. Also, the permitted daily exposure of 5.3 mg/day for NMP according to the guideline is likely exceeded for the first days after injection by this product.

Table 8.3 Properties of good solvents for polymers such as PLGA
the mold. This may explain why a core–shell implant architecture with higher shell-crystallinity was observed for an industrially manufactured implant bead from a polyanhydride material at relatively low process temperatures, i.e., under conditions where a fast solidification at the wall of the mold can be expected [115]. In this specific case, the oriented crystallites in the shell of the beads advantageously provided mechanical strength against cracking of the implants in an aqueous environment, which otherwise was possibly induced by the osmotic pressure associated with drug loading. Generally, it may be considered that cracking of melt-processed devices could also be a consequence of residual, processing-induced stress. For instance, this stress may be derived from differences in the molecular chain orientation with oriented chains in the shell and relaxed chains in the core zones of the implant (flow-induced residual stress). Also, local differences in the thermo mechanical history such as cooling rates and the capability for contraction of material after initial solidification of the shell may result in built in thermally induced residual stress. Tempering of implants at temperatures only slightly below the peak of a broad melting phase transition of the material, i.e., at conditions suitable to relieve residual stress in melt-processed devices, resulted in the absence of major cracks and a reduction in drug release rates due to a smaller available surface [125]. This supports a possible contribution of residual stress to the observed implant cracking in the aforementioned example. Besides, it should be noted that tempering was associated with a reduction in molecular weight, which may also have contributed to the relief of residual stress. Overall, this example may illustrate the relevance of process parameters on implant properties.

8.4.3.2 Drug Release from Preformed Implants

When comparing microparticles and implants as possible drug carrier, it is very obvious that different release rates can be expected even if both carriers were prepared from identical polymers and had a similar level of porosity. Very often, the percentaged drug release from implants will be slower due to longer diffusion lengths. Also, when considering a possibly higher amount of drug incorporated in one dose, implants may allow drug release over a longer period of time. Therefore, in addition to the properties of the matrix polymer, the surface area/volume ratio and the porosity, which are both associated with the implant shape and method of processing shape, may be major contributors to the observed release pattern. It has already been highlighted in Fig. 8.1 and discussed for microparticles in Sect. 8.4.2.2, that the properties of the incorporated drugs are obviously relevant in terms of release profiles. For example, when 10 wt.% of two small molecular weight drugs, either hydrophilic N-acetylcysteine or hydrophobic 2-methoxyestradiol, were incorporated in rod-shaped PLGA implants prepared under identical conditions by a solvent extrusion process, only ~20% of 2-methoxyestradiol was released over 4 weeks [14], whereas the same percent release of N-acetylcysteine occurred in only a few hours [76]. Also, as already reported for microparticles, proteins may not be
released from PLGA implants after initial burst if not supplemented with tailored quantities of suitable additives [9].

Generally, the incorporation of additives may serve multiple goals. For example, osmotically active agents may be used to increase osmotic pressure, water uptake, and porosity for an accelerated drug release. Additives may also be used to decrease drug solubility by formation of poorly soluble drug salts or they may catalyze hydrolytic polymer degradation. Lag phases for the release of hydrophobic drugs may often be overcome by adding to the polymer matrix various water-soluble leaching agents such as polymer, sugars, or salts [14]. Porosity derived from leaching molecules or osmotically active agents increases the water uptake of the matrix and thus the available volume of aqueous medium to dissolve the drug. The incorporation of solubilizing agents for hydrophobic drugs, which range from micelle forming surfactants to, e.g., cyclodextrins to mask hydrophobic drug moieties, may also contribute to an enhanced drug release. Furthermore, mixtures of matrix polymers of different molecular weight remain a repeatedly successful strategy to adjust release rates [14]. For highly water soluble drugs, precipitation into less water soluble ion pairs (e.g., amine drugs with fatty acids; acidic drugs with quaternary ammonium compounds such as SDS analogs) [126] or similar masking approaches may reduce drug solubility, drug-derived osmotic pressure, water influx, and water (or drug) associated plasticization of the polymeric matrix. Also, catalytic effects of the drug on polymer degradation may be overcome by employing multivalent salts, for example, as was performed with \( N \)-acetylcysteine (e.g., \( \text{Ca}^{2+} \)) compared to the drug in its free-acidic form (Fig. 8.11) [76].

For proteins, incorporation of bases can modify the microclimate in the proximity of these labile molecules in the polymeric matrix and circumvent pH-induced protein aggregation due to initially present acidic impurities as well as from polymer degradation products [127] as shown, e.g., for BSA [128], BMP-2 [9], rhbFGF [9, 13], rht-PA [129], and tetanus toxoid [130]. Additionally, by neutralizing acidic degradation products, incorporated bases also alter the porosity and water uptake, which often contribute to increased protein release [128, 131].

When employing PLGA, the properties of the implant matrix such as its hydrophilicity or the degradation speed can be modified by the polymer’s molecular weight, architecture, end groups, and comonomer ratio. Since glycolide–glycolide diads are weak links in these copolymers, a decreasing molar content of glycolide allows for longer degradation times due to different mechanisms (increased steric hindrance to nucleophilic attack by water, lower relative hydrophilicity of the material, and slower water uptake). Therefore, as exemplarily shown by data from the preclinical evaluation of buserelin acetate loaded implantable rods (Fig. 8.12a), a more constant and longer-lasting drug release may be achieved by PLGA matrices with a higher lactide content. By contrast, the 50:50 PLGA implants were associated with a faster initial water uptake (increase in wet mass) and a subsequent degradation triggered mass loss (Fig. 8.12b). This leads to shorter release periods in vivo (Fig. 8.12a) and possibly a temporarily limited pharmacological effect (Fig. 8.12c) [132].

Larger molecules such as proteins cannot diffuse through dense polymer matrices as for instance created by melt extrusion processes. In order to control the
release by mechanisms other than a controlled induction of porosity by additives and polymer blends, predominantly surface eroding polymers such as class IV polyorthoester were evaluated. When FITC-BSA was embedded in such a material by melt extrusion, congruent curves for the cumulative percent protein release and the implants’ percent mass were observed (Fig. 8.13a) [114]. However, it is not clear from the experimental description if all of the incorporated protein was quantitatively released in the native state and/or if insoluble protein aggregates may have been formed. As can be seen from Fig. 8.13a, there was a pronounced initial lag phase, which, interestingly, resulted in a similar release pattern for this specific composition, as previously discussed for microspheres from poly(orthoesters) (Fig. 8.8). According to the theory of pure surface erosion [6], the molecular weight of the bulk material should be constant for an extended period of time, while degradation-induced mass loss from the implant surface should occur in a linear manner upon contact with water. Obviously, both mass loss (Fig. 8.13a) and decrease in molecular weight (Fig. 8.13b) did not strictly follow that rule for the presented samples.

Fig. 8.11 Properties of PLGA 50:50 implant rods prepared by a solvent extrusion process and loaded with 10 wt.% of free N-acetylcysteine (NAC) (●), NAC-Mg$^{2+}$ (○), or NAC-Ca$^{2+}$ (▼) as observed under in vitro release conditions. (a) Cumulative drug release, (b) Decrease the polymers relative average molecular weight as determined by comparison to polystyrene standards, (c) Mass loss of implants corresponding to released drug (compare panel a) and escape of water-soluble polymer degradation products, (d) pH changes in the release medium. Figures adapted from [76] with kind permission from Springer Science+Business Media.
It is generally known that the concept of surface eroding materials involves hydrophobic repeating units, which limit the water uptake into the bulk. These repeating units are typically connected by hydrolytically sensitive bonds. In case of class IV polyorthoesters, additional autocatalysis is enabled by latent acids polymerized into the polymer backbone. However, a small amount of water will typically be taken up in the bulk polymer, which may be different for different families of class IV polyorthoesters depending on the employed copolymer types and ratios. This low water content in the polymer bulk may induce degradation and result in a molecular weight decrease at low rates as illustrated in Fig. 8.13b. For larger devices such as implants, an erosion zone at the implant surface can be distinguished where degradation occurs at much higher rates than in the bulk due to the presence of larger quantities of water. As a consequence, large molecules such as proteins, which previously were entrapped in the polymer, can be released from the surface erosion zone. Therefore, the rates of protein release and mass loss of the implant are closely related to the movement of the erosion front toward the core of the matrix system [133]. However, since the hydration of the erosion zone and a local reduction of the molecular weight to water soluble products are required first, lag phases may also occur for polyorthoesters. These lag phases may not

Fig. 8.12 Impact of PLGA comonomer molar ratio on the in vivo characteristics of buserelin acetate loaded implantable rods in rats (data from the formulation and preclinical studies of Profact® Depot). (a) Release rate of buserelin as determined by the urinary excretion. In rats, about 30% of the dose released per day is excreted in the urine. (b) Implant weight in the dry state (day 0) and in the wet state as recovered at different time points from subcutaneous tissue. Wet implant weight is affected by two interfering processes—water uptake and erosion-derived mass loss. (c) Biological effect on prostate weight as exemplary androgen dependent organs. The control shows the normal increase in prostate weight in young male rats. Figures reproduced from [132] with permission from W. Zuckschwerdt Verlag GmbH.
always be as long as found in Fig. 8.13b and certainly depend on the material’s sensitivity to hydrolysis. The fact that a polymer of identical composition but much lower molecular weight resulted in the identical release profile (Fig. 8.13c) stresses that surface erosion rather than bulk degradation was the driving mechanism of release for proteins, which were unable to diffuse through the bulk polymer.

Polyanhydrides, as a second major class of surface eroding materials, have intensively been studied for the controlled release of a small hydrophilic molecule, carmustine, which eventually resulted in regulatory approval of thin wafer implants (Gliadel®) for the treatment of glioblastoma in the brain. As these tumors tend to recur very close to their original location, the wafers are used to line the wall of the surgical cavity. From there, the drug is transported by diffusion or other mechanisms up to 10 mm or even longer distances into the brain tissue as shown in some animal trials providing high local drug concentrations [117, 134]. Gliadel® implants are

[Fig. 8.13 In vitro study on model protein loaded implant rods (10 x 1 mm) from class IV polyorthoester consisting of 3,9-diethylidene-2,4,8,10-tetraoxaspiro[5.5]undecane (DETOSU), 1,4-pentanediol, and 1,6 hexanediol glycolide (100/95/5). Samples loaded with 15 wt.% of dispersed FITC-BSA were prepared with a twin screw extruder at 70°C. (a) FITC-BSA release (●) and weight loss (■) of implants (61.5 kDa initial polymer molecular weight). (b) FITC-BSA release (●) and change of the average molecular weight (▲) of implants (61.5 kDa initial polymer molecular weight). (c) Effect of the initial average molecular weight, either 12 kDa (■) or 61.5 kDa (●) on the FITC-BSA release. Release studies were conducted in 10 mM phosphate buffer pH 7.4 at 37°C. Figures reprinted from [114], Copyright 2001, with kind permission from Elsevier]
produced by spray drying drug–polymer solutions, forming 5–10 \( \mu \)m particles, which subsequently are compressed into wafers. An SEM image of Gliadel\textsuperscript{\textregistered} wafers (Fig. 8.14a) illustrates that highly porous devices are obtained, in which the structure of individual microparticles is almost unchanged [135]. Owing to the prominent hydrolytic instability, low mechanical strength, and a tendency to spontaneous depolymerization in organic solutions at least for some families of polyanhydrides including p(CPP-SA) as used for the matrix of Gliadel\textsuperscript{\textregistered} [136], materials have to be handled under moisture free conditions and stored at \(-20^\circ\)C [137]. For wafers prepared from p(CPP-SA) of different initial molecular weight, a very fast degradation with a decrease in the average molecular weight to a plateau value of \(~8\) kDa was observed within 8 h in vivo (Fig. 8.14b) [138]. Carmustine release was practically

Fig. 8.14 Properties of carmustine (BCNU) loaded Gliadel\textsuperscript{\textregistered} wafers prepared by compression of spray dried 20:80 poly[1,3-bis(p-carboxyphenyl)propane-co-sebacic acid]/carmustine microparticles. (a) SEM of cryofractured wafer. Figure adapted from [135] and reprinted with kind permission from Springer Science+Business Media. (b–d) Effect of the initial average molecular weight of 20 kDa (♦), 29 kDa (■), 47 kDa (▲), and 55 kDa (●) on the decrease of the average molecular weight (b) and the cumulative drug release as plotted linearly (c) or over the square root of the time (d) in a rat brain in vivo study. Figures reprinted from [138], Copyright 1996, with permission from Elsevier.
independent of the initial molecular weight (Fig. 8.14c). Moreover, the drug release was assumed to be mainly diffusion controlled, since it conformed to a linear square root of the time relationship, at least during the initial hours of strong molecular weight decrease (Fig. 8.14d). Independence of release rates from the polymer’s initial average molecular weight may not necessarily have been expected for a compact polyanhydride implant of similar size. This finding for porous wafers has to be attributed to the low drug diffusion length from the small individual microparticle compartments toward the well-hydrated interconnective porous network. Overall, the presented examples of biodegradable implants stress that the feasibility for a controlled drug release cannot solely be discussed in the light of matrix material properties such as prevalence to surface or bulk erosion, but also involves numerous aspects of polymer processing.

Even though preformed degradable implants may presently not be the most intensively used commercial controlled release carrier (Table 8.1), they combine several advantages (Table 8.4) and, therefore, remain a promising carrier particularly for controlled release applications over months. With their mostly relatively low surface area to volume ratio, implants may be useful particularly for drugs, where a major burst release has to be excluded. Implant manufacturing may be realized by robust industrial processes, which, particularly for extrusion methods, allow high output. For the clinician, error prone resuspension or dilution steps as for microparticles or in situ implants can be excluded with preformed implants. Obviously, however large implant diameters for a subcutaneous and possibly painful insertion are expected to be associated with a significantly lower acceptance by patients.

### Table 8.4 Potential advantages and challenges associated with preformed implants as drug carriers

<table>
<thead>
<tr>
<th>Potential advantages</th>
<th>Potential challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reliable manufacturing processes</td>
<td>Implantation with large needle injectors</td>
</tr>
<tr>
<td>Possibly best control for continuous release</td>
<td>Implantation may require anesthesia</td>
</tr>
<tr>
<td>High potential for long-term release</td>
<td>Irritation of tissue due to implant size</td>
</tr>
<tr>
<td>No resuspension/dissolution step prior to administration</td>
<td></td>
</tr>
<tr>
<td>Explantation possible</td>
<td></td>
</tr>
</tbody>
</table>

8.4.4 In Situ Forming Drug Depots

#### 8.4.4.1 Strategies to form In Situ Drug Depots

In situ forming drug depots are based on injectable formulations such as more or less viscous polymer solutions that form a depot during and/or after administration. Thereby, a variety of material concepts and underlying mechanisms may be employed,
ranging from organic-solvent exchange with precipitation of hydrophobic polymers to
stimuli sensitive intermolecular bonding of hydrophilic or amphiphilic molecules.

In situ forming gels, i.e., solvent rich matrices consisting of hydrophilic or
amphiphilic molecules, may employ various mechanisms of intermolecular binding
including (1) thermosensitive materials gelling upon decrease in temperature;
materials range from block copolymers studied in water [139] to small molecules
evaluated in different solvents including biocompatible vegetable oils [140, 141],
(2) thermosensitive materials, which gel upon increase in temperature; gelation
occurs, e.g. due to the formation of block copolymer micelles and possibly
intermicelle bonding in water [142, 143] or due to a partial dehydration of polymers
enabling hydrophobic chain–chain interactions [144, 145], (3) covalent crosslinking
of network precursors, e.g. by enzymatic reactions [146], by photopolymerization
using acrylate chemistry [147, 148], or by reaction of thiol group-containing
polymers with vinylsulfone crosslinkers to thioether networks [149], (4) ionic
crosslinking, e.g. of charged polymers [150] or nanoparticles [151], or (5) pH
changes, e.g. for charged polymers such as chitosan that may precipitate to gel-
like matrices when the pH is increased from acidic conditions to its isoelectric point.

Other concepts of in situ forming depots employ polymers that are semisolid at
ambient temperature such as some class IV polyorthoesters (Biochronomer™) of
low molecular weight (1–6 kDa), which are synthesized by combining DETUSO
(see Fig. 8.8) with highly flexible diols [82, 152]. In order to improve injectability,
up to 20% of methoxypolyethylene glycol (550 kDa) was suggested to be used for
reduction of viscosity [153]. As mentioned in Sect. 8.4.1, there are efforts to
transfer an injectable granisetron formulation based on this technology into clini-
cal use. Theoretically, polymers that can be handled as a liquid at temperatures
(slightly) above physiological temperatures and solidify when cooled to body
temperature by phase transition to a glassy or semicrystalline state could also be
used for in situ forming depots [85, 154]. Classical PLGA or PCL may not be usable
since liquefaction typically cannot be obtained at temperatures suitable for injection
without tissue damage. However, there are examples of low molecular weight
copolyesters obtained, e.g., by copolymerization of ε-caprolactone with 1-lactide
and propylene glycol [155] or with 1,4 dioxanone and propylene glycole [156] as
well as low-molecular-weight polyanhydrides [157] that were discussed for sol-
vent-free in situ forming implants that solidify after cooling to body temperature.

The class of in situ forming drug carriers that has advanced to clinical use
employs organic solvents and mostly relies on standard PLGA as also used for
preformed implants. After injection of a viscous polymer solution or emulsion,
solvent exchange with water leads to liquid–liquid phase separation and the precip-
itation of the matrix polymer. Depending on the properties of the polymer solvent,
some patented drug delivery technologies can be differentiated: Atrigel® [158, 159]
uses solutions of PLGA in totally water-miscible solvents (e.g., NMP, DMSO) and
is employed in Eligard® and AtriDox® (see Table 8.1). By contrast, partially water-
miscible solvents such as ethyl benzoate, benzyl benzoate, or triacetin are
employed in the Alzamer® system for in situ forming PLGA implants [160, 161].
The Saber® system does not rely on PLGA but involves a viscous sugar derivative,
sucrose acetate isobutyrate, plus some organic solvent such as ethanol for easier injectability and subsequent viscosity increase [162, 163].

By combining the concepts of microparticulate carriers and in situ forming depots, in situ forming microparticles [164] were proposed to overcome issues associated with conventional microparticle formulations such as the cost intensive preparation, drying, and potentially difficult resuspension. Also, in contrast to in situ forming implants, in situ forming microparticles showed lower myotoxicity [165], easier injectability depending on the type of solvent and suspension medium [166], and a more reproducible surface area as opposed to the irregular shape obtained for in situ implants. The concept of dropping aliquots of drug plus PLGA/NMP into aqueous medium [261] was revived and advanced by either using o/o emulsions, which were preformed and stored until administration [167–169] or by preparing o/w or o/o emulsions in two compartment systems (syringes attached to each other with a syringe connector) directly before administration [164]. Natural vegetable oils or partially synthetic oils are commonly employed as continuous phase in the o/o microparticle formulations. Importantly, there is an increasing number of allergies that may be associated with the standard oil for injection, peanut oil, due to occasionally present residual plant proteins as impurities. Therefore, great care must be exercised when selecting a vegetable oil as carrier for in situ implants (for further discussion see [16]).

After injection, the partitioning of the biocompatible solvent [170] into the tissue causes the hardening of the polymer solution or the emulsion droplets in vivo. In contrast to the preparation of preformed implants or microparticles, where a loss of drug during the manufacturing process is uncritical in terms of pharmacology, drug leakage during carrier formation of in situ depot systems is inevitably linked to burst release issues and potentially even to dose dumping with possible toxic effects.

8.4.4.2 In Situ Depot Formation by Liquid–Liquid Phase Separation and Drug Release Characteristics

When polymers such as PLGA are dissolved in a good solvent and are subsequently brought into contact with a nonsolvent, solvent exchange and a liquid–liquid phase separation occurs, finally resulting in the formation of a polymer precipitate. This technology is, for example, widely used for the preparation of membranes by transferring thin films of polymer solution into a bath of nonsolvent. Several process parameters may be changed to alter the properties of the resulting membrane, e.g., the polymer concentration, type, molecular weight, comonomer ratio, solvent, or the nonsolvent. The strongest differences in membrane morphology for a given polymer are commonly observed by changing the solvent–nonsolvent system.

For in situ implants for biological applications, water is the only relevant nonsolvent. Some additives dissolved in water, at least those salts and proteins
possibly present under physiological conditions, had only minor effects on phase separation kinetics [171]. This stresses the role of the organic carrier solvent for the polymer and that its careful selection were major steps in the development of advanced technologies for in situ forming implants.

Mechanistically, the liquid–liquid phase separation process and the properties of an obtained polymeric device from drug loaded polymer solutions is based on the following two aspects [171, 172]: First is the thermodynamic state of the initial system as determined by the ternary composition containing polymer, solvent, and nonsolvent. Commonly, the system is initially in a more or less nonsolvent free, homogeneous state beyond the ternary composition region where polymer precipitation occurs. The polymer type and concentration as well as the solvent properties determine how much nonsolvent has to enter the system to induce phase separation. Second, the kinetics of mass transfer during solvent exchange and polymer precipitation is crucial, and involves the following processes:

- **Diffusion of water into to polymer solution.** Water uptake is limited by i) the solubility of water in the solvent (Table 8.5), ii) water solubility in the polymer, iii) the presence of additives including drugs of specific physicochemical properties, and iv) the formation of a precipitated polymer shell acting as a diffusion barrier. This may result in the development of a two-phase system consisting of a polymer- and solvent-rich continuous phase that contains nonsolvent (water)-rich, polymer-poor zones. For polymers that can interact well with water, such as PLGA of relatively low molecular weight and containing free hydrophilic carboxyl groups, the water uptake may be higher than the loss of solvent resulting in swollen, gel-like structures.

- **Solvent removal from the polymer solution into the nonsolvent bath or, in vivo, into the tissue.** Solvent removal is limited by the solvent solubility in the nonsolvent and the properties of the precipitated polymer shell that again acts as a diffusion barrier. Solvent removal rates are related to the solvents aqueous solubility and the water uptake.

- **Polymer precipitation to form solid implants.** Precipitation occurs first at the interfaces of solvent-rich and nonsolvent (water) rich phases when the ternary

---

**Table 8.5** Aqueous solubility of polymer solvents used for in situ implants and selected references on in situ implant studies

<table>
<thead>
<tr>
<th>Solvent</th>
<th>Solubility in water (%)</th>
<th>Selected references</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-Methylpyrrolidone (NMP)</td>
<td>Miscible</td>
<td>[172, 174, 179, 187, 188]</td>
</tr>
<tr>
<td>Dimethylsulfoxide (DMSO)</td>
<td>Miscible</td>
<td>[180, 181]</td>
</tr>
<tr>
<td>PEG, PEG-dimethylether (PEG-DME)</td>
<td>Miscible</td>
<td>[182, 183]</td>
</tr>
<tr>
<td>Glycofurol                        a</td>
<td>Miscible</td>
<td>[184, 185]</td>
</tr>
<tr>
<td>Triacetin                          b</td>
<td>$\approx 7$</td>
<td>[160, 172, 174]</td>
</tr>
<tr>
<td>Triethyl citrate</td>
<td>$\approx 5.7$</td>
<td>[160]</td>
</tr>
<tr>
<td>Ethyl benzoate</td>
<td>$\approx 0.4$</td>
<td>[172, 174]</td>
</tr>
<tr>
<td>Benzyl benzoate</td>
<td>$\approx 0.15$</td>
<td>[78, 174–178, 260]</td>
</tr>
</tbody>
</table>

aPolyethylene glycol monotetrahydrofurfuryl ester
bGlycerol tricatate
composition of polymer, solvent, and nonsolvent is shifted toward a thermody-
namically unstable state. As a trend, solvents characterized by a high water
miscibility may lead to a fast phase separation and hardening of the implant,
while those of low water uptake may stay liquid or semiliquid over extended
periods of time.

- Drug distribution between the phases. Drugs with distinct aqueous solubility
may rapidly partition into the water rich phase until final hardening of the
polymer rich phase occurs. Depending on the drug’s physicochemical properties
such as the hydrodynamic radius as well as on the hydration of the polymeric
bulk matrix, a diffusion of polymer-entrapped drug may or may not be enabled.

Against this background, it may be obvious that a solvent’s affinity for water is
of large relevance when discussing implant properties derived from polymer
precipitation. NMP as the standard solvent for in situ forming implants is freely
miscible with water and, therefore, may be exchanged at high rates. Other explored
solvents (Table 8.5) are only partially soluble in water, and therefore slower
solidification is expected for such in situ implants.

In a number of fundamental studies [171, 172], water uptake of in situ implants
was fastest when using NMP as polymer solvent compared to triacetin and ethyl
benzoate, which follows their order of aqueous solubilities (Fig. 8.15a). Also, drug
release profiles of a model protein were dramatically altered with release rates
decreasing in the same order. A more continuous release of lysozyme was observed
for partially water miscible solvents, which may be a consequence of different
release mechanisms (Fig. 8.15b). This assumption is based on obvious differences
in implant morphology with generally highly porous, i.e., rapidly phase separated
samples for NMP (Fig. 8.15c) [172, 173] compared to much denser, possibly
semiliquid and persistently solvent containing implants from triacetin (Fig. 8.15d)
and ethyl benzoate (Fig. 8.15e) [172]. However, it needs to be stressed that protein
stability, as always challenging in controlled release systems, may be a serious
issue for proteins exposed to such a mixed milieu of water, solvent, and polymer.
Particularly critical may be the dissolution of proteins and their diffusion at
the boundary of solvent rich to nonsolvent rich zones. Upon hardening of the
matrix, negligible diffusion of proteins in precipitated PLGA is expected, which
correlates well with the lack of major subsequent release from the NMP formulation
after 4 days [172]. The fast protein release before that time point was discussed to
occur for the NMP formulation from the lumen of interconnective pores that arise
from nonsolvent rich zones. By contrast, due to the absence of major porous
structures for ethyl benzoate, in this case protein release was assumed to occur by
protein diffusion in the polymer rich phase, which was enabled by the prolonged
persistence of the solvent rich matrix in a semiliquid state [172].

When determining the release of human growth hormone from in situ implants
in vivo, a solvent with very low aqueous solubility, benzyl benzoate, resulted in the
most continuous serum levels [174]. In vitro, however, a perfectly linear drug
release from benzyl benzoate based in situ implants was observed for small
hydrophobic molecules [175] and peptides [176] only. Larger molecules such as
insulin [177] and lysozyme [178], at least at low polymer concentrations, resulted in burst release with little or no subsequent protein release over weeks to months. This illustrates the relevance of the environmental conditions as well as other formulation parameters such as the polymer type and concentration in addition to the aforementioned importance of the properties of the polymer solvent.

Unfortunately, structural integrity of proteins formulated into in situ implants was not in the focus of the several studies cited above. However, there are data, for example, for benzyl benzoate systems suggesting enzymatic activity of lysozyme recovered from the release medium after 14 days to be lower than freshly dissolved protein but significantly higher than that of lysozyme solutions stored under identical conditions [178]. Other reports showed a partial or total loss of activity depending on the type of enzyme, but suggested cellular bioactivity and in vivo bioactivity of several growth factors tested within one or two weeks of release from PLGA/NMP systems [179]. Because of protein instability during in situ formation, considerable research is necessary before this system may become a viable strategy for delivery of a successful commercial biotechnology derived drug product.

Fig. 8.15 Phase inversion dynamics, protein release, implant morphology, and postulated release mechanism for in situ implants prepared from NMP (♦), triacetin (■), or ethyl benzoate (▲) as solvents, 50 wt.% Resomer® RG 502 (PLGA 50:50) as polymer, and PBS buffer as nonsolvent. (a) Water uptake, (b) release of lysozyme, (c–e) SEM images and scheme of matrix structure and postulated preferred pathway of protein release for NMP (c), triacetin (d), and ethyl benzoate (e) as solvents. Gray regions in schemes indicate the polymer-rich phase, bright areas represent water-filled pores, and arrow thickness indicates release rates. Figures adapted from [172], Copyright 1999, with permission from Elsevier.
Besides NMP, other water-miscible solvents (Table 8.5) have been explored for their capability to form in situ forming implants, including DMSO [180, 181], PEG and PEG-DME [182, 183], and glycofurol [184, 185]. A linear in vitro release and an in vivo efficiency of experimental therapeutic proteins were observed only in selected cases [184].

As pointed out before, besides solvent exchange kinetics, the initial thermodynamic state of the polymer solution as characterized by the polymer type, comonomer ratio, molecular weight, concentration, solvent type, and possibly the presence of nonsolvents is decisive for the properties of the prepared implants. For a given PLGA concentration, polymer precipitation from DMSO solutions was found to occur at about half of the percentage water uptake compared to precipitation of NMP polymer solutions [186]. When considering the limited availability of free water and interindividual differences in water diffusion rates at subcutaneous or intramuscular application sites, such differences in the initial thermodynamic state may largely affect solidification rates. It should be noted that commonly employed solvents clearly differ in their solvent power for relevant polymers, and thus in the thermodynamic state of the polymer solutions prepared at identical polymer concentration. Increasing the polymer concentration or the average molecular weight accelerated the polymer precipitation at the interface of the polymer solution and the aqueous surroundings and reduced solvent mediated burst release of hydrophobic drugs [186]. A continuous release of hydrophobic fenretinide without a lag phase or major burst release could be established by in situ implants from low average molecular weight PLGA with carboxyl end groups, which were shown to swell much more than their analogues prepared from PLGA bearing ethyl end groups [262]. The solidification at the implant surface due to fast precipitation has to be distinguished from the much slower process of implant hardening throughout the entire matrix. Thus, the overall solvent exchange and precipitation speed may be reduced for higher polymer concentration or higher average molecular weight, if a rapidly formed implant skin acts as diffusion barrier.

This can lead to changes in the implant morphologies ranging from a structure with thin implant skins and finger-like macrovoids (high water uptake and fast overall precipitation) to sponges of homogeneous internal pore sizes with dense skin layers (slow precipitation) [171, 173]. The incorporation of additives, such as osmotically active sugars, salts, or water-soluble polymers may alter solvent exchange, polymer precipitation, and implant morphologies according to these principles with larger implant porosity for samples of faster water influx (Fig. 8.16) [185]. However, relatively small modifications in the polymer concentration or drug payload may not result in major changes in the efficacy of in situ forming implants in vivo [187].

So far, there are only limited noninvasive techniques available to characterize the implant formation/solidification particularly in an in vivo scenario. By benchtop magnetic resonance imaging, the implant position and fate including solidification and degradation could be visualized [188]. Electron paramagnetic resonance (EPR) spectroscopy was employed to test the microenvironment such as microviscosity around encapsulated spin probes in vitro. A fast solidification and complete solvent exchange was observed within a few hours for PEG 400 as a polar protic solvent of high water affinity. By contrast, ~30% of NMP as a polar aprotic solvent remained
in the implants after 24 h as detected by EPR spectroscopy [188]. In an in vivo study, about 10% NMP was left at the same time in the identically prepared implants [189]. By using diagnostic ultrasound, a leakage of material from the liquid core due to swelling induced pressure was observed after 1–4 days in vitro and depended on the employed average molecular weight of the polymer [190]. Generally, this illustrates that similar to partially miscible solvents discussed above, a full solidification of in situ forming implants from fully water miscible solvents does not necessarily occur instantly and may also depend on the polymer concentration, type, and injection volume.

Different polymer types and morphologies, such as amorphous PLGA compared to semicrystalline poly(ε-caprolactone) (PCL), may translate in the formation of specific microstructures of in situ formed implants. Similar to what previously has been found for preformed implants from poly(L-lactic acid) [191], crystallization of PCL during solvent exchange of ethyl benzoate-based in situ implants resulted in an accelerated protein release. This finding was related to the formation of a porous microstructure for PCL in situ implants rather than for amorphous PLGA systems due to the PCL crystallization process. For PCL, the protein was excluded from crystalline domains and therefore was transferred into the nonsolvent rich aqueous phase [192]. Moreover, it has been reported that PLGA with a nonuniform distribution of glycolide and an average length of glycolide building blocks \( \sim 3 \) might exhibit some tendency to gelation in benzyl benzoate and other rather weak polymer solvents. This phenomenon may occur during storage and after injection, possibly due to polymer segment association that is not preferred in good solvents [193].

Finally, changes in drug properties may affect their release rates from in situ implants. Complexation of therapeutic proteins such as insulin with ions such as zinc has been known for decades to sustain their release from injectable depots, where an equilibrium between the complexed and the free, soluble form of the protein exists. This concept has also been applied to reduce the availability of leuprolide in its soluble form and, by this means, to reduce the burst release compared to the commercial Atrigel® formulation [194]. For human growth hormone, it has been found that zinc complexation could decrease the dissolution rate. In an in vivo study with protein quantification by an immunochemiluminometric assay, a direct comparison of two
protein pretreatment protocols was reported, i.e., complexation and lyophilization (reduced solubility) vs. compression with 5% stearic acid and grinding (reduced accessible surface area). Interestingly, a similarly sustained protein release was shown for both samples compared to untreated human growth hormone [174]. For metoclopramide as a basic low molecular weight drug, formation of a drug salt reduced the drug release by impeding base-catalyzed polymer degradation [78].

Generally, drug carriers prepared by techniques that involve solvents have to pass residual solvent determination to exclude toxicity. Obviously, the evaluation of solvent related toxicity is particularly important when directly injecting relatively large quantities of solvent in the body. The analyzed water miscible solvents were mostly biocompatible when administered subcutaneously or intramuscularly as shown, for example, for DMSO and NMP [170, 181]. However, there are also some studies showing that creatine kinase was released at higher levels after injection of blank NMP based in situ forming implants compared to in situ forming microparticles [165]. Also, a higher in vitro hemolysis was observed for NMP compared to PEG-DMA [183]. By contrast, no hemolysis was found in vivo when volumes as large as 0.8 ml of different solvents were infused in several swine arteries; however, a stronger tendency to induce vasospasms was observed for DMSO rather than for NMP [195].

In summary (see Table 8.6), in situ forming implants advantageously reduce manufacturing costs as they do not require processing into a certain shape. For labile bioactive molecules, excluding high energy input, exposure to elevated temperature, or shear forces during preparation of in situ implants may be advantageous compared to polymer processing to a preformed shape. Still, great care should be applied to exclude instability (e.g. protein aggregation) of incorporated macromolecules in mixed systems of water and organic solvents. Additionally, for drugs that dissolve well in the employed organic solvent, a significant burst release and a nonlinear release profile may be obtained. As polymers may be unstable until administration, or solvents may leak from prefilled syringes when stored over a long time in the dissolved state, commercial products will provide the drug and polymer as powders in multicompartment syringes. Dissolution of polymers and suspension of drugs is required in a multistep procedure for these products, which might be associated with handling errors by patients and clinicians. Clinical data support the

<table>
<thead>
<tr>
<th>Potential advantages</th>
<th>Potential challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple and low-cost preparation process</td>
<td>Burst release triggered by solvent exchange</td>
</tr>
<tr>
<td>Very mild preparation conditions</td>
<td>Nonlinear release profiles</td>
</tr>
<tr>
<td>Injection through medium-sized needles</td>
<td>Irritation of tissue due to solvent</td>
</tr>
<tr>
<td>No local anesthesia required</td>
<td>Polymer degradation when stored in organic solution with water impurities and drugs</td>
</tr>
<tr>
<td>Adaption of implant shape to cavities at application site</td>
<td>Multistep resuspension procedure for commercial (dry state) products</td>
</tr>
<tr>
<td>Individual sterilization of involved compounds</td>
<td></td>
</tr>
</tbody>
</table>
assumption solvent that distribution in the tissue may be associated with local transient burning [196]. However, it has to be mentioned that compared to preformed implants, e.g., for leuprolide, which mostly are administered intramuscularly, the subcutaneous injection of in situ forming implants might be less painful [197]. Moreover, it should be noted that the capability to adapt a shape that fits to the geometry of the application site such as periodontal pockets [198, 199], is a unique feature of in situ forming implants.

8.5 Strategies to Control Drug Release Rates from Degradable Polymers Toward Zero Order Profiles

8.5.1 Relevance of In Vitro Zero Order Release and Common Limitations

Most commonly, research on controlled release formulations aims to provide delivery systems that show zero order drug release [200], i.e., constant release rates over time. This is particularly important for drugs that are characterized by a narrow therapeutic window between the minimum effective concentration and the minimum toxic concentration. However, since the therapeutic window is an in vivo characteristic, the determination of release profiles in vitro strongly requires considerations on the relevance of the chosen parameters compared to in vivo conditions. In other words, particularly for degradable matrix polymers, e.g. plasticization, potential catalytic activities of enzymes, or possible alterations in local environment due to cellular immune response, may have to be included when translating an in vitro zero order release profile into an assumed in vivo behavior.

Also, in many cases, a zero order profile may not be required to achieve the desired pharmacological effects in vivo. It has already been described in the first studies on controlled release microparticles, e.g., for hydrophilic nafarelin as a LHRH agonist, that a triphasic in vitro and at least biphasic in vivo profile could strongly suppress testosterone production in male monkeys [201]. Similarly, nonlinear nafarelin release from microparticles in female monkeys showed suppressive effects on progesterone plasma levels and ovulation (Fig. 8.17) [202]. In this context, it should be noted that high plasma concentrations from drug released during burst or “log” phases may be acceptable in the case of LHRH agonists for pharmacological reasons, but can be more critical for other classes of bioactive molecules.

Besides the release rates, the drug’s pharmacokinetics should also be taken into account. Particularly for hydrophobic drugs, accumulation in deep compartments such as the fatty tissue may occur. As a consequence, (1) the determined plasma concentration may not reflect the true amount of the released drug, (2) a possible release of the correct dose may not result in efficacy, and (3) the drug may be available for pharmacological effects even after exhaustion of the drug carrier due to a gradual distribution from the deep compartment into other compartments.
Compared to the total amount of literature on parenteral drug depots from degradable polymers, the aim of an in vitro zero order release has been achieved only in a limited number of setups. Often, a strong liberation of drug is observed in the initial hours of release. This burst release may be a consequence of several factors such as (1) poor embedding of drug particles in the matrix, e.g., due to high loading levels [97], (2) poor solubility of many drugs in the matrix polymer [203], (3) drug transport to the matrix’s surface caused by solvent diffusion during preparation of the carrier, e.g., for emulsion based microparticle preparation techniques [204] or for drug loading of implants by swelling and drying [21] [205], and (4) dynamic pore formation and closure, which transiently controls diffusion paths [37]. Approaches to overcome undesired high initial release include strategies to improve miscibility of the drug and the polymer, to reduce diffusion to interfaces by advanced carrier processing techniques [203, 206], or to eventually wash off drug from the carrier’s surface [207]. For controlling the subsequent sustained release, different strategies that rely on the usage of additives specifically tailored for a certain drug have been discussed above. However, some more general approaches that may enable a prolonged period of continuous release are again highlighted below.

### 8.5.2 Timely Separation of Diffusion-Controlled Drug Release and Collapse of Bulk-degrading Matrices

Depending on the drugs physicochemical properties and the characteristics of the respective polymer matrix, drugs with and without capacity for matrix diffusion have to be differentiated (Fig. 8.1). In both cases, the employed loading levels are often higher than the drug solubility in the polymer phase, so that the incorporated
drug is dispersed as drug solid particles (e.g., amorphous and/or crystalline) in the matrix. For diffusible drugs and matrix polymers of relative hydrophilicity such as bulk eroding PLA/PLGA, this means that the drugs can be solubilized and slowly released upon hydration of the matrix. Thereby, drug release may take place before or simultaneously to polymer degradation. When the initial drug concentration is higher than the drug solubility and when the accessible surface area of the drug carrier does not change, constant release rates may be obtained only the case of certain geometries, e.g., coated hemispherical implants, which provide for a steadily increased area normal to transport as the increased diffusion path increases.

As noted before, drug diffusivity will be affected by polymer properties such as the polymer free volume, but also by the drug’s hydrodynamic radius. In addition to the drug/polymer properties on the molecular level, processing-derived properties of the carrier such as the surface area and the porosity will impact the release kinetics. Furthermore, environmental conditions can control the drug diffusion in solution but also in the polymer phase (e.g., temperature) or can support the removal of the boundary layer (e.g., intensity of shaking, tissue perfusion). By using fluorescent probes, the dramatic impact of temperature on probe diffusion coefficient in the PLGA phase ranging over three orders of magnitude between 22.5 °C and 43 °C was shown [208].

When aiming to control drug diffusion rates through the polymer phase, attention should be paid to the polymer’s wet state glass transition, which occurs close to body temperature for most PLGA qualities. Enhanced plasticization may therefore sensitively translate into increased drug diffusion rates. Importantly, for degradable polymers, material properties, properties of the prepared carrier matrix, and in many cases also microenvironmental conditions dynamically change over time, i.e., enable higher drug diffusion rates. In some cases this may compensate the lower diffusion rates, which occur upon exhaustion of undissolved drug particles in late stages of the release. In other cases, polymer degradation driven increases in drug diffusivity may result in a secondary, possibly less controlled rapid release phase. Therefore, by selecting a combination of a hydrophilic, diffusible drug and a bulk degrading material with low degradation rates, a timely separation of drug release and degradation may be achieved and late state dose dumping linked to polymer degradation/matrix erosion may be avoided. Additionally, employing slowly degrading polymers such as PLA may reduce the burst release of hydrophilic compounds [209].

8.5.3 Blending Approaches for Bulk Degrading Carriers

Major challenges in the development of controlled release carriers are “lag phases”. Most commonly, the “lag phase” is considered as a slow release or even as an absence of reasonable drug release due to poor drug diffusion in an initially dense matrix. Upon degradation-driven increase in matrix porosity, the “lag phase” may be followed by a rapid release phase. This translates into an “S” shaped release curve. An alternative explanation for the beginning of the lag phase for
Initially porous materials involves spontaneous pore closing as driving mechanism. The pore closing phenomenon has been shown for polymers, which have a wet-state glass transition temperature at about body temperature as it is the case for most PLGA qualities [15, 34, 37].

Typically, lag phases in diffusion controlled release systems are observed for larger molecules or hydrophobic drugs, which require the access of larger volumes of water for drug solubilization or larger pore diameters for drug diffusion. Therefore, blending of high average molecular weight polymer with a small portion of a low average molecular weight polymer was one of the first methods identified to ensure continuous release of peptides [25] and hydrophobic drugs [210]. By employing this approach, the low molecular weight component presumably reaches more rapidly the critical chain length for aqueous solubility, is removed from the matrix, and leaves a porous structure. These pores enable a higher water influx, lower diffusion length from bulk to pore, and, thus, higher drug release rates. This effect could potentially also be achieved by blending the matrix polymer, preferentially in a water free preparation technique, with water soluble polymers [211, 212] or other porogens [131], which gradually leach out during release [16].

Diffusion lengths of both water entering the matrix and dissolved drug being released clearly depend on the surface area/volume ratio, e.g., for nonporous particulate drug carriers. High surface area/volume ratios, i.e., small particle sizes are often associated with higher (initial) release rates. Larger particles may show a lag phase (Fig. 8.18a) [24]. By blending preformed, uniformly sized polymer microparticles of different radii and drug diffusion lengths, linear release profiles can be established (Fig. 8.18b). Others have reported modified peptide release by mixing microparticles of different individual release profiles, which were manufactured from PLGA blends at different blending ratios and PLGA molecular weights [213].

By contrast, for peptides and proteins, which exhibit limited or no matrix diffusion, remarkably little size dependence of PLGA release after the initial.

Fig. 8.18  Blending approach to modify the release of piroxicam from uniformly sized PLGA microparticles. (a) Cumulative percentile release from different microparticle sizes (10, 50, and 100 μm in diameter). (b) Cumulative release of drug mass as obtained by different mixing ratios of 10 μm and 50 μm microparticles shown in panel a. Figures adapted from [24], Copyright (2002), with permission from Elsevier
burst has long been understood [25], as shown in Fig. 8.19 for tetragastrin. As we know, the erosion time of PLGA matrices may be insubstantially different for microparticles compared to millimeter scale implants. Therefore, unlike the piroxicam case (see Fig. 8.18), one should not be confused into thinking control of the implant size is a rational means of controlling the release of peptides and proteins, which most often rely on erosion-controlled release.

8.5.4 Employing Surface Eroding Carriers

For drugs that do not easily diffuse in bulk degrading materials or at least for carriers from these materials that do not have a porous microstructure, a zero order drug release will unlikely be found. Particularly for protein drugs with sensitivity to acidic microenvironment, prolonged exposure to acidic products of polymer degradation such as present inside bulk eroding poly(α-hydroxy esters) may induce protein instability in many cases. Therefore, surface eroding polyorthoesters or polyanhydrides are often believed to be a guarantee for zero order release profiles, since degradation products are not accumulated and drug diffusion is not the controlling mechanism of release. However, a perfect zero order release may theoretically only be observed for certain matrix geometries with a minimal change in surface area during erosion [214]. This condition is best fulfilled for, e.g., films rather than microparticles. Additionally, in previous sections some examples were provided illustrating that the release of drugs was not zero order as desired for the entire time frame from administration to exhaustion (Figs. 8.8, 8.13 and 8.14). Unfortunately, for different reasons including patent strategies, the surface eroding polyorthoesters or polyanhydrides are presently not commercially available, which limits their broad exploration for release of nonmatrix diffusing drugs.
8.6 Conclusion

Degradable, polymer-based drug carriers remain a scientifically and commercially important strategy to control the release of bioactive molecules over time periods ranging from several days to several months. The therapeutic aim and drug properties strongly determine the choice of carrier type such as microparticles, preformed implants, or in situ implants. Drug release from these carriers is governed by a complex interplay of parameters including drug properties, polymer degradation/erosion characteristics, and osmotically driven mechanisms, as well as environmental conditions and processing-derived device properties. Importantly, when changing from stable small molecule drugs to substances as sensitive as proteins, stability of the encapsulated compound may become the most challenging task for these formulations. Additives as possibly required to stabilize proteins may often be relevant also in terms of water uptake and degradation of the polymeric carrier. Therefore, a careful selection of the degradable matrix polymer is essential to control the rate and overall duration of drug release. It again has to be pointed out that besides the polymer properties, also processing parameters, additives, and drug properties have to be similarly weighted in view of release rates. Therefore, a mechanistic and empirical understanding of the involved processes for different carrier types as reported here is essential to establish specific release profiles from degradable drug carriers.
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Chapter 9
Porous Systems

Ronald A. Siegel

Abstract Porous systems play a significant role in controlled release. Porous membranes and matrices can be used to store drug prior to release, and pore structure plays a significant role in determining release kinetic profiles. In this chapter we review methods used to measure pore structure and mathematical models used to relate pore structure to drug transport properties. Steric and hydrodynamic interactions between drug and pore walls, pore tortuosity, and variation in pore width are identified as factors affecting transport. Percolation theory, which addresses connectedness of random pore networks and its effect on overall releasability of drug and release rate, is discussed. Concepts developed for porous systems can be applied, with some modifications, to transport in other heterogeneous systems, such as tissue interstitium and hydrogels.

9.1 Introduction

Porous systems are ubiquitous in natural world and in technology. Examples from nature include volcanic rocks such as pumice, oil sediments, soils, dry wood, leaves, bone, and the glomeruli of the kidney. The cell’s plasma membrane is studded with channel proteins that open and shut to admit certain ions and exclude others, and its nuclear membrane contains a lattice of pores that regulate traffic of macromolecules between the nucleus and the cytoplasm. In the industrial world, porous systems are used for filtration, dialysis, reverse osmosis, adsorption, catalysis, flow control, mixing, and other applications where a large surface area/volume ratio is required.
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Paper is a porous medium that is designed to absorb and retain inks or graphite particles. Solid foams, cardboards, and aerogels are porous systems that are useful due to their mechanical and acoustic properties. Porosity may be an intentional property or it may be a side effect of manufacture, as in compacted powders.

Porosity plays a major role in many controlled release systems [1]. A typical controlled release system consists of a solid substrate, or matrix, into which drug is incorporated. Often, the matrix material is impermeable to the drug, and release occurs through a system of water filled pores. Pores are formed either as a result of phase separation or spinodal decomposition during preparation, by dissolution and leaching of pore forming soluble excipients, or by the drug itself which, upon release, leaves behind a void space. In recent years, advances in lithographic, electrochemical, and block polymer self assembly have produced highly reproducible, regular porous structures that can be used to precisely control release rate.

In this chapter, we first present examples of porous media relevant to controlled release. We then briefly review techniques for characterizing pore size distributions and pore structure. Finally, we discuss some mathematical approaches used to predict diffusional release from porous media.

There is no strict definition of a porous medium, and we prefer to work with the idea that the medium has one or more components that admit drug diffusion and others that serve as barriers to diffusion. In this respect, many of the concepts developed in this chapter can also be applied to other heterogeneous media, such as the stratum corneum of skin or the extracellular interstitial medium between living cells.

### 9.2 Example of Porous Media Relevant to Controlled Release

A very simple example of a porous system is the common laboratory filter membrane. Such membranes are composed of interwoven polymer fibers with gaps or pores between the fibers that permit passage of water and small molecules, but reject larger molecules. Placing a drug solution on one side of the membrane and a receiving medium on the other side, drug diffuses through the membrane at a rate that depends on the relative size of the drug molecule compared to a typical distance between the fibers. The fiber network is usually sufficiently dense to suppress convection, allowing diffusion control of drug transport.

Traditional filters and dialysis membranes are characterized by random porosity. Consequently, their selectivity by molecular size is not absolute, and size cutoff specifications are fuzzy. In fact, cutoffs are typically specified in terms of molecular weight, not diameter. For several decades, radiation track etched polycarbonate (Nuclepore®) membranes were regarded as the best alternative, since the etched micron sized pores were relatively monodisperse [2, 3]. However, these membranes, besides having pores that are too large to provide size selectivity, are characterized by randomly positioned pores, and their porosity (volume or area fraction of pores in the membrane) must be kept low in order to avoid pore overlap.

Since the 1990s, there have been major advances in fabrication of micro- and nanoporous arrays with high pore density. Solid state microporous arrays can be
formed by a number of traditional chemical and plasma etching, and electron beam techniques, many of which were originally developed for the microelectronics industry but are now also used in microelectromechanical systems (MEMS) and microfluidics [4]. For example, a microporous array can be fabricated by placing a thin silicon wafer under a patterned mask that blocks reactive ions, except in an array of gaps introduced into the mask. The silicon under the gaps is etched away upon exposure to plasma, leaving behind an array of pores. Alternatively, an array of microposts can be formed by a mask/etch process. A microporous sheet can then be formed by pouring a thin layer of polymer, such as poly(dimethylsiloxane) (PDMS), to a level below the tips of the posts, curing the PDMS, and peeling off the cured sheet, which now contains a pore array. Under proper conditions, the silicon post array acts as a “master” from which identical microporous membranes can be cast repetitively.

Anopore® membranes are 60 μm thick aluminum oxide sheets containing a dense honeycomb array of near-regular cylindrical pores whose diameters can be as small as 20 nm. These regular structures are manufactured electrochemically under strong electric fields.

It has long been known that block polymers self-assemble into regular arrays whose structure and periodicity depend on the mutual compatibility of the polymer blocks and their lengths. Lamellar, hexagonal, cubic, and gyroid morphologies have been predicted and demonstrated in 3D block polymer materials [5]. When solutions of block polymers are spun onto a surface and the solvent is evaporated, they self-assemble into thin films that also exhibit 2D spatial periodicity. In one example [6], a polymer solution consisting of long polystyrene (PS) and short poly(lactic acid) (PLA) blocks, separated by an even shorter polyisoprene (PI) block, is spun onto a thin wafer. Following solvent evaporation these block polymers form hexagonal arrays, with PLA cylinders, lined by PI, dispersed in a PS continuum. Upon exposure to strong base the PLA cylinders are etched away, leaving behind an ultrathin (~100 nm thick), nanoporous (~40 nm diameter) array on top of the wafer. Using a combination of chemical and plasma etching techniques, an array of micropores is introduced into the underlying wafer. The result is an asymmetric membrane with a nanoporous carpet lying on top of a microporous substrate. The latter provides mechanical support to the former. If the nanopore diameters can be further reduced, then selectivity based on size is possible in this system. It is interesting to note that nuclear pores in the eukaryotic cell are of comparable diameters to the nanopores in this block polymer-based system.

In the past two decades, there has been extensive research into mesoporous silica nanoparticles (MSNs) [7, 8]. These nanoparticles, of diameter ~100 nm, are formed by condensation of silica around arrays of cylindrical micelle templates, followed by removal of the template. These structured particles contain arrays of rigid, parallel, cylindrical pores of diameter ~2–4 nm that extend from one end to the other. Pore diameter can be further reduced, if desired, by functionalizing the silica pore walls. Drug can be rapidly loaded into the pores by diffusion, and its partitioning into the MSN can be encouraged by functionalizing the pore walls with moieties that favor drug association. MSNs coated with lipid bilayer membranes, which hold hydrophilic drugs inside but release the drug when the membrane is destabilized (e.g., due to lowering of pH in an endosome), are under investigation [9].
In the forgoing examples, pores are of cylindrical shape. As is discussed below, a critical parameter affecting diffusion through narrow pores is the ratio of molecular diameter to pore diameter. The same holds true for narrow slit-like pores, which have been studied thoroughly in the past decade. In one example, very thin (~10 nm), sacrificial oxide layers are grown on micron sized walls of cavities etched into silicon wafers. The coated cavities are then backfilled with polysilicon, and the oxide is removed, leaving behind nanoscale, slit-like gaps that serve as channels for diffusion of drug [10].

We now turn to more traditional porous polymeric systems which, though more heterogeneous in their pore structure, are much cheaper to produce on a mass scale. A simple general procedure is to mix a polymer with an additive, which might be a gas, liquid, or solid under conditions, e.g., temperature or vapor pressure, where the components are compatible. If external conditions are changed so that the polymer and additive become incompatible, then the system will phase separate into polymer rich and additive rich domains. Upon removal of the additive, either by evaporation or liquid leaching, the domain structure becomes a randomly porous structure [11]. The resulting pore structure depends on whether coagulation of the polymer occurs by a nucleation/growth mechanism or by spinodal decomposition, and random, periodic, and cellular morphologies are possible, depending on processing conditions.

Another method is to prepare a multiphase mixture with interfaces stabilized by surfactants. By removing of one of the phases and “hardening” the other, a porous medium results. For example [12], drug-loaded porous microspheres can be formed by dissolving the drug in the internal aqueous phase of a water-in-oil-in-water (w/o/w) emulsion, in which the “oil” phase consists of droplets of an organic polymer solution and even smaller droplets of an internal aqueous phase, all suspended in a continuous aqueous medium. The phases are stabilized by emulsifying agents or surfactants. Under vigorous stirring, the organic solvent is removed by evaporation, and the resulting microspheres are then removed from the continuous phase, followed by drying of the internal aqueous phase, which leaves the drug behind in pores. This process can be adapted to spray systems, in which the evaporation steps are fast.

More direct methods for producing porosity are to blow a foam in a polymer solution or melt, followed by hardening of the polymer around the air bubbles or by suspending pore-forming agents, such as salts or incompatible polymers, in the initial polymeric preparation, followed by liquid leaching. Solid particles of the drug itself may constitute the pore-forming agent. Again, these procedures may be amenable to spray processing.

9.3 Characterization of Porous Materials

The definition of a pore is ambiguous, since it refers to void space within solid material, which also cannot be defined rigorously. The inferred porosity of a material and details regarding pore structure depend on the methods used to
probe these properties. Furthermore, different probes provide different information about a porous medium [13].

Perhaps the most straightforward way to estimate void volume in a dry porous solid is to measure the amount of helium (He) that is introduced into it at a specified pressure. Since He is an inert gas, it interacts minimally with the solid component, and the pore volume can be calculated using either the ideal gas law or, more accurately, the van der Waals equation of state for He. This measure of porosity accounts for all pores except those whose diameters are less than that of a helium atom.

If instead of helium nitrogen gas (N₂) is used, an estimate of the internal surface area of the porous medium can be made. As a highly polarizable molecule, N₂ adsorbs readily to most surfaces, so the first introduction of N₂ coats all pore walls, except those that are not accessible to the gas because they are surrounded by nitrogen impermeable material. Using Brunauer–Emmet–Teller (BET) analysis, it is possible to ascertain both the internal surface area of a porous solid and the affinity of the solid for N₂.

While He and N₂ absorption isotherms are useful for determining pore volume and internal surface area of a porous solid, they cannot generally be used to determine pore sizes. Traditionally, mercury (Hg) intrusion measurements have been used for this purpose. As a liquid, Hg possesses a surface tension with air, \( \gamma \), and a contact angle at the Hg/air/solid interface, \( \theta \). According to the Washburn equation, the pressure (excess of atmospheric pressure) required to drive Hg through a pore of diameter \( R_p \) is given by

\[
\Delta P = 4\gamma \cos \theta / R_p \tag{9.1}
\]

By plotting pressure versus the amount of Hg introduced, the distribution of pore diameters is determined. The Washburn equation predicts that large pores are filled before small pores. Unfortunately, this procedure cannot be accurate in general, since some large pores may be initially inaccessible, and can only be reached after initial penetration of surrounding smaller pores [1, 14, 15]. Moreover, the Washburn equation does not account for compressibility of the porous medium [16].

Various imaging and microscopy techniques can be used to characterize pore structure, including serial section microtomy, optical laser scanning confocal microscopy (LSCM), confocal Raman microscopy (CRM), scanning electron microscopy (SEM), transmission electron microscopy (TEM), and magnetic resonance imaging (MRI). Atomic force microscopy (AFM) can also be used to probe the surface terrain of a material and ascertain the location and sometimes the depth of nanopores. These techniques, together with present day data storage and computational capabilities, make it possible to reconstruct many of the details of pore structure, going beyond simple measures such as porosity and specific surface area. For example, many porous systems contain large pore bodies connected by relatively narrow throats. As is discussed below, these details are often crucial in determining transport processes in porous media.
9.4 Mathematical Models

The variety of pore morphologies and arrangements or topologies that are possible in porous media is such that no single mathematical description or model of diffusion inside the medium covers all possibilities. Hence, it is necessary to have at least an approximate idea as to how a medium is structured before modeling can be pursued. As indicated above, it is conceivable that a porous medium’s structure can be characterized with great accuracy by imaging/reconstruction algorithms, and this structure can be used with powerful and computationally intensive (e.g., finite element modeling) software packages to make predictions of release behavior. However, such a procedure may provide little insight into factors governing diffusional release. Here we discuss some relatively simple models.

9.4.1 Tubular Pores

The simplest model of a porous medium is a planar membrane containing a collection of circular cylindrical tubes passing from one face of a membrane, of thickness $L$, to the other, with longitudinal axes perpendicular to the membrane surfaces [2, 17–19]. Figure 9.1a is a rendering of such a membrane. Let $A_p$ be the area of a single pore. For a circular pore with radius $R_p$, $A_p = \pi R_p^2$. If there are, on average, $n$ such pores per unit area of membrane, then the porosity, $\varepsilon$, of the membrane is given by $\varepsilon = nA_p = n\pi R_p^2$. Not all of the pore space is equally available, however, and we must be concerned with the freedom of a molecule to place itself fully inside the pore, considering steric or other interactions with the pore wall.

For pores whose radii are in the nanometer scale, a critical parameter determining accessibility of the pore to a solute molecule is the ratio of the molecule’s radius, $a$, to the pore radius, $\lambda = a/R_p$. Since the center of the molecule cannot come any closer to the wall than a single molecular radius, the available porosity is

$$\varepsilon_s = n\pi (R_p - a)^2 = n\pi a^2 (1 - \lambda)^2 = \varepsilon(1 - \lambda)^2.$$  \hspace{1cm} (9.2)

For drugs that are much smaller than the pore diameter ($\lambda \ll 1$), the factor $(1 - \lambda)^2$ is not significant, but it can be important for large molecules or narrow pores.

The parameter $\varepsilon_s$ is analogous to the partition coefficient, $K$, discussed in Chap. 6, and the two quantities are equal, provided drug is allowed only in the pores and all pore space is accessible to solute. As calculated above, $\varepsilon_s$ is affected only by steric interaction between drug molecule and pore wall. In fact, there are other interactions, such as van der Waals, hydrophobic, and dielectric and electrical forces, the latter being particularly important when both pore wall and drug are charged. Charged pore walls attract oppositely charged drug molecules and repel...
similarly charged molecules. The forces between pore wall and drug are attenuated by thermal excitation, and electrical forces on a charged solute are partially screened by neighboring ions of opposite charge.

Again assuming circular symmetry of the pore, these forces can be represented by a potential energy of interaction, \( U \), between the molecule and the pore wall, which depends on the radial position, \( r \), of the molecule’s center from the centerline.

![Diagram of pores and molecular interaction](image)

**Fig. 9.1** (a) Schematic of simple, straight, cylindrical pores crossing a membrane, with spherical molecules inside. Pore length and radius are \( L \) and \( R_p \), respectively, and diffusing molecule is of radius \( a \) centered at distance \( r \) from centerline (dashed) of pore. (b) Plot of normalized quantities \( \varepsilon_s/\varepsilon \) (curve 1), \( D_{\text{eff}}/D_0 \) (curve 2), and their product \( (\varepsilon_s/\varepsilon)(D_{\text{eff}}/D_0) \) (curve 3) as a function of ratio of molecular radius to pore radius \( a/R_p \).
of the pore, with \(0 < r < R_p(1 - \lambda)\). The “partition coefficient” of drug in the membrane is then given, according to statistical thermodynamics, by

\[
K = \frac{2e}{R_p^2} \int_0^{R_p(1-\lambda)} r e^{-U(r)/k_B T} dr,
\]

which reduces to the earlier expression when there are no forces \((U = 0)\). In this expression, \(k_B\) is Boltzmann’s constant and \(T\) is temperature (°K). We shall not indulge in detailed calculations here, but note in the electrostatic case that positive \(U\) (similarly charged wall and drug) leads to decreased \(K\) while negative \(U\) (opposite charges) leads to increased \(K\). The electrostatic range of influence of the wall on the drug molecule in aqueous solution is characterized, roughly, by the Debye length, \(\ell_D = \sqrt{RT\varepsilon_0\varepsilon_w/1,000F^2(2I)}\), where \(R\) is the gas constant, \(F\) is Faraday’s constant, \(\varepsilon_0\) is the dielectric permittivity of vacuum, \(\varepsilon_w\) is the dielectric constant of water (~80) and \(I\) is the ionic strength of the solution. Under physiological conditions, \(I = 155\) mM and \(\ell_D \approx 8\) Å, so electrostatic effects are confined to within a few nanometers of the pore wall.

The partitioning properties of nonspherical molecules into pores are also of interest. An extreme but illuminating case is a long, thin rod-like molecule that does not interact with the wall in any way other than sterically. Assume that the rod’s radius is much smaller than that of the pore, but that its length is larger than the pore diameter. The rod can fit easily into the pore by orienting itself closely parallel to the pore’s longitudinal axis, and therefore would seemingly be able to partition easily. However, this orientation is very particular. Outside the membrane, the rod is free to orient in any direction; hence, there is a high entropy cost associated with entering the pore. Similarly, linear polymer molecules that assume a random coil configuration whose radius of gyration is comparable to or larger than the pore radius could seemingly uncoil and form a “straight line” in a narrow pore, but doing so would come with considerable cost in conformational entropy. In both cases, the partition coefficient is greatly reduced [20, 21].

Finally, reversible or irreversible adsorption of molecules, such as proteins, may reduce \(\varepsilon_s\) or \(K\), especially when pore walls are hydrophobic. Globular proteins typically consist of a core containing hydrophobic residues surrounded by a surface containing polar residues, many of which are charged. Upon encountering a hydrophobic surface, the protein rearranges or unfolds such that its core residues adsorb onto the surface. The polar/charged residues project into the pore lumen, introducing extra steric and ionic interactions to other diffusing molecules, especially other proteins.

We now turn to wall effects on the diffusion coefficient. In dilute solution, the diffusion constant is given by the Stokes–Einstein relation, \(D_0 = k_B T/6\pi a \eta\), where \(\eta\) is the solvent viscosity. This equation is derived by balancing the thermal “force,” \(k_B T\), against the viscous drag, \(6\pi a \eta\), presented by the medium. Drag is due to a solvent fluid shear profile that extends away from the molecule, from the molecule’s surface to infinity. While the shear field decays away from the surface, it remains significant over a considerable distance. The presence of a rigid wall
close to the moving molecule constrains the shear field, and provides extra resistance to the molecule’s motion. Calculations of this effect are complicated, and exact results are not available [22]. For spherical molecules that do not interact other than sterically with the wall, a useful expression due to Faxén [23],

\[
D_{\text{eff}} / D_0 = 1 - 2.104 \lambda + 2.09 \lambda^3 - 0.95 \lambda^5,
\]

accounts reasonably well for cylindrical wall drag, provided \( \lambda < 0.4 \). Here, \( D_{\text{eff}} \) is the so called effective diffusion constant, which can be substituted for \( D \) in any of the expressions modeling drug release by diffusion given in Chap. 6. Similarly, the expression

\[
e_s D_{\text{eff}} = (1 - \lambda)^2 (1 - 2.104 \lambda + 2.09 \lambda^3 - 0.95 \lambda^5) eD_0
\]

would replace the product \( KD \) in that chapter. Expressions for \( e_s / e \), \( D_{\text{eff}} / D_0 \), and \( e_s D_{\text{eff}} / eD_0 \) as a function \( \lambda \), which reflect the effects the cylindrical pore wall, are plotted in Fig. 9.1b.

The Faxén expression was derived by considering drag effects on spherical molecules positioned at the centerline of the pore. It should be modified for nonspherical molecules or when there are nonsteric interactions between the pore wall and the solute, but precise calculations are difficult.

The discussion so far applies, strictly speaking, to dilute solutions, where solute molecules are rarely close enough to each other to interact. Many controlled release systems, however, are concentrated. While concentration affects diffusion and partition coefficients in general, the effects tend to be of extra significance in systems with nanoscale pores, where close proximity of pore walls may augment energetic and hydrodynamic interactions between solute molecules [24]. The normal formulation of Fick’s laws of diffusion, which assumes that solute molecule executes independent random walks, breaks down. In the limit where \( \lambda > 1/2 \), solute molecules must move single file through the pores. At high concentrations, entry of drug into cylindrical pores becomes difficult since the pores are already occupied by other molecules, and the rate of drug permeation tends to saturate.

It is interesting to note that saturation of transport at high solute concentrations has been also observed in microfabricated 2D “slit pores” (see above) when the slit width is of comparable dimension to that of a large solute (e.g. a protein), but the lateral dimension is much larger. In this case, single file diffusion cannot explain the behavior, but one can imagine that the energetic and viscous interactions between highly concentrated solute molecules can lead to highly correlated motions resembling single file diffusion [25–27].

### 9.4.2 Tortuous Pathways

Thus far, we have only considered the effects of pore width on partitioning and diffusion of drug. Another potential factor is pore length. In Fig. 9.1a, pores were
drawn to be perpendicular to the membrane surfaces, with lengths the same as the membrane thickness, denoted by $L$ in Chap. 6. In Fig. 9.2a, pores are still depicted as tubes, but they do not connect the two faces of the membrane by a perpendicular path. In this case, the path length is increased. We shall denote this increase in length by a “tortuosity factor,” $\tau$, such that the “effective thickness” of the membrane becomes $\tau L$. This product can replace $L$ or $R$ in the equations for drug release presented in Chap. 6. For example, the expression (6.10) for release across a membrane becomes

$$M_t = \frac{A \varepsilon_s D_{\text{eff}} c_s}{\tau L} \left( t - \frac{\tau^2 L^2}{6 D_{\text{eff}}} \right)$$

(9.6)

and the Higuchi equation (6.24) becomes

$$\frac{M_t}{M_\infty} = 2 \sqrt{\left( 2 - \frac{\varepsilon_s c_s}{c_0} \right) \left( \frac{\varepsilon_s c_s}{c_0} \right) \left( \frac{D_{\text{eff}} t}{\tau^2 L^2} \right)}.$$ 

(9.7)

This expression combines the effects of porosity, pore width, and tortuosity.

In the past, tortuosity has referred to any feature of a porous network that slows down diffusion, and the effective diffusion constant was defined as $D_{\text{eff}} = \varepsilon D / \tau$ [28], where here the steric and hydrodynamic factors discussed above are not considered. For example, the Higuchi equation often appears with $\tau$ in the denominator instead of $\tau^2$. This definition is not tenable, however, since porosity by itself has no bearing on time lag while both $D / \tau$ and $D / \tau^2$ appear in (9.6). Neither of these combinations can account for both steady state and lag properties [1].

The basic idea behind tortuosity is that molecules pass through channels that do not direct them straight toward the release surface. For a straight pore making
angle $\theta$ with the line directly connecting the two faces of a planar slab, $\tau = 1 / \cos \theta$. However, as shown in Fig. 9.2a, the direction of a pore may change with position. More generally, tubular pores can meet at junction points, where molecules switch direction as they move from one pore to another, and some tubular channels may lead to nowhere. Thus, tortuosity is often a statistical characteristic. For a membrane or monolithic system with well-connected pore network whose pores are uniformly distributed in diameter and direction, it can be shown that $\tau = \sqrt{3}$ [1, 29].

Another example of a tortuous diffusion network is the stratum corneum, the outer epithelial layer of the skin. As described in Chap. 2, the stratum corneum consists of multiple layers of desiccated, proteinaceous cells surrounded by lipids through which lipophilic drugs diffuse, arranged in a “brick and mortar” fashion. Similar barrier structures with tortuous paths for diffusion have been created by dispersing clay platelets in polymer films [55, 56]. Figure 9.2b is a simplified rendering, in 2D, of such structures, in which the “bricks” are uniform and regularly spaced with successive layers in alternating register. The mortar separating any two bricks is assumed to be narrow compared to the brick dimensions. Let $h$ and $w$ be the vertical and lateral dimensions of a brick, respectively, and assume that each mortar channel crossing a layer begins and ends at the center of bricks of the previous and following layers. If there are $m$ such layers, then the overall thickness of the “membrane” will be $mh$. However, the shortest “zig-zag” path that a diffusing drug molecule can take has length $m(h + w/2)$. Because of the symmetry of this geometry, it can be shown that tortuosity is $\tau = 1 + w/2h$. Clearly, very high tortuositites result given wide, thin bricks. More complicated results have been derived for similar structures with variable brick thicknesses and offsets between layers [57], and for 3D brick and mortar structures [58, 59].

### 9.4.3 Variations in Pore Diameter

In addition to tortuosity, there are other means by which pore structure can affect the rate of transport and release. Consider a medium containing relatively large, varicose pores connected by relatively narrow throats, as illustrated in Fig. 9.3a. Most of the time spent by a diffusing solute is in the large pores. To move from one large pore to the next, a molecule must find a throat and pass through it. However, the solute must do so by executing a random walk, and it may require considerable time to find a throat. Even after it enters that throat, the molecule may pass part way and then return, again at random, to the original pore, where it gets “lost” again. Thus, one may expect longer confinement in a pore body if its surface area is large compared to the total surface area of the exits to the throats from that pore and if the throats are long [30–33]. Under these circumstances, solute is “well mixed” in the pore, with nearly uniform concentration. This argument does not rely on any steric or hydrodynamic interactions between the solute and the pore wall, which were previously discussed.
A simple mathematical model of the effect of pore constrictions or throats is illustrated in Fig. 9.3b [31]. The pore’s volume is denoted by $V_p$, and $n_T$ throats of area $A_T$ and length $L_T$ emanate from the pore. Using simple dimensional analysis, we estimate the average time it takes for a molecule to leave the pore and reach one of its neighbors as being approximately $t_p = V_p / n_T (A_T D / L_T)$. Now, let us assume that the pore centers are spaced, on average, at distance $d_p$ from their nearest neighbors. Again using dimensional analysis, the effective solute diffusion coefficient in this porous medium, $D_{eff}$, can be estimated according to $t_p = \omega d_p^2 / D_{eff}$, where $\omega$ depends on the arrangement of the pores. Equating these two time estimates, we find that

$$D_{eff}/D = \frac{\omega n_T A_T d_p^2}{L_T V_p}.$$  \hspace{1cm} (9.8)

Further, if we define the total throat volume per pore as $V_T = n_T A_T L_T / 2$ (denominator signifies that each throat connects two pores), then we obtain the relation

$$D_{eff}/D = \frac{\omega}{2(\tau')^2} \frac{V_T}{V_p},$$  \hspace{1cm} (9.9)

where $\tau' = L_T / d_p$ is an apparent tortuosity factor which may be significant if throats connecting pores are twisted. Because these relations were derived rather crudely, they cannot be exact, and more detailed computational tools would be needed for
specific pore/throat configurations. Nevertheless, these relations suggest that the effective diffusion coefficient of a solute in a constricted porous medium can vary substantially due to pore and throat geometric factors. Of course, when throats are extremely narrow, steric and hydrodynamic factors also need to be accounted for.

The analysis to this point has dealt with pores that are accessible to the releasing surfaces of a monolithic device or to both sides of a membrane through which drug passes by diffusion. Clearly there are porous structures where this is not the case. Pores can be isolated from all channels leading to a device surface, and hence they become irrelevant for drug release, assuming that the matrix material is otherwise impermeable to drug. In the next section, we discuss concepts from percolation theory, in which the effects of random positioning of pores in a medium is shown to affect not only the accessibility of pore space, but also the rate of drug release by diffusion.

### 9.4.4 Percolation Theory

Percolation theory was developed initially to account for the connectedness of pores in rock, as a function of porosity [34, 60]. Later, it was extended to other phenomena such as electrical conduction in heterogeneous materials [46], mechanical strength of composite materials [61], tertiary oil recovery [62], groundwater flow [63], compaction of materials including pharmaceuticals [64, 65], and even forest fires and the spread of disease through random contacts [34, 60]. It also turns out that percolation phenomena are analogous to certain types of physical phase transitions [60]. The theory has been developed by mathematicians [35], physicists [36], and chemical engineers [37]. Because diffusion through random porous systems has elements in common with conduction, percolation concepts also apply to controlled release systems [31, 38–41]. In the following discussion, we restrict attention to site percolation theory.

The simplest predictions of percolation theory relate to pore connectedness. Figure 9.4 illustrates a sequence of equatorial cross sections of simulated spherical porous matrices of different porosities that are set up by random assignment of pores onto a 3D simple cubic (sc) lattice of sites that is embedded in the spherical geometry. The “radius,” $N$, of each sphere was taken to be 50 lattice sites. The porosity, $e$, of a matrix determines the probability that any site is assigned as a pore. Yellow pores are connected to the surface of the sphere through a sequence of neighboring pores while black pores cannot make such a connection to the surface. Connectedness of pores to the surface is determined by the following algorithm. First, all pores at the surface are colored yellow. Next, pores that share a cubic face with any one of the surface pores are colored yellow. This second step is repeated over and over, connecting interior pores sharing cubic faces with already yellowed pores, until no new pores are available to be added by this process. The remaining pores, which do not share cubic faces with yellow pores, are colored black. (Since
each cross section shown in Fig. 9.4 is a 2D slice, it should be kept in mind that pores that are not apparently connected by 2D paths might be connected by paths in 3D that go outside the slice.) At low porosities, say $\varepsilon \approx 0.05$, only pores near the surface are colored yellow. As $\varepsilon$ increases, the yellow pores invade further into the center of the sphere, until nearly all of the pores are seen to be connected to the surface when $\varepsilon \approx 0.4$.

The porous structures illustrated in Fig. 9.4 might be due to solid drug particles that are randomly deposited in a polymer matrix during formation of a spherical device. In this case, the yellow sites would refer to drug that is releasable from the device while the black sites would indicate drug that is trapped inside the device, assuming that the polymer is completely impermeable to drug. If the polymer is slightly permeable, then the yellow pores would indicate rapidly releasable drug while the black pores would signify drug that is released much more slowly. In the following, we assume that release from a pore is either all or none.

Figure 9.5a shows the predicted fraction of drug release, $F_\infty$, from the model spherical systems, as a function of $\varepsilon$. In the limit of low porosity ($\varepsilon \to 0$), $F_\infty \to \varepsilon \times$ (surface fraction of lattice sites) while $F_\infty \to 1$ when $\varepsilon \to 1$. Most interesting, however, is the rapid rise in $F_\infty(\varepsilon)$ over an intermediate range of porosities. This transition is due to the growth and coalescence of clusters of connected pores, until eventually one of these clusters extends, or “percolates” throughout the matrix. For values of $\varepsilon$ below the transitional range, pores are mostly disconnected from each
other and no percolating cluster exists. Moving through the transitional range, more pore clusters are recruited into the percolating cluster, until all belong. At any stage, contributions to $F_\infty(\varepsilon)$ include the percolating cluster, plus nonpercolating clusters containing at least one site on the surface.

Fig. 9.5 (a) Calculation of fraction of releasable drug, $F_\infty(\varepsilon)$, for finite, simple cubic lattices embedded in spheres, as illustrated in Fig. 9.4. $N$ denotes radius of sphere in lattice units. (b) Behaviors of $F_\infty(\varepsilon)$ and $D_{eff}/D_0$ above the percolation threshold $\varepsilon_c$ and average cluster size, $S(\varepsilon)$ below $\varepsilon_c$ for infinite 3D lattices. Precise value of $\varepsilon_c$ depends on lattice type, but general shapes of curves are universal across lattices of given dimension.
Figure 9.5a also shows predictions for spherical systems of smaller radius relative to pore size, i.e., smaller $N$. As this number decreases, the fraction of pores at or near the surface increases and the fraction of releasable drug increases. The transition range becomes less well defined.

For an infinitely extended lattice, it can be shown that a definite threshold value of $\varepsilon$, called the percolation threshold, exists at which a pore cluster of infinite extent appears. Below that threshold, denoted by $\varepsilon_c$, all pore clusters are isolated, so $F_{\infty}(\varepsilon \leq \varepsilon_c) \rightarrow 0$ since the surface/volume ratio of the lattice becomes vanishingly small, and the fraction of finite pore clusters intersecting the surface must also vanish. For the finite size devices, with “lattice” site size determined by the ratio between device diameter and a typical pore diameter, $F_{\infty} > 0$ for all porosities and the threshold is diffuse, becoming sharper as device diameter increases or pore diameter related to drug particle size decreases. The threshold value, $\varepsilon_c$, is a useful concept even for finite size systems, since near that point behavior tends to change radically.

Close inspection of Fig. 9.4 reveals that near the percolation threshold the connected paths from internal pores to the surface are very tortuous. In this regime, an initial rapid burst release of drug from the surface is followed by much slower diffusion. In addition to the tortuous pathways, much of the pore space available to a diffusing molecule consists of “dead ends” into which the molecule may wander (see also the rightmost pore structure in Fig. 9.2a). These dead ends “distract” the molecule from its most direct path to the surface, and time is lost while the molecule finds its way back to the more direct path. This delay in finding the “proper way out” is similar to that which occurs in a large pore body when a molecule is trying to find a throat through which it can escape, as previously described. Delay due to dead ends also finds analogy in gel permeation chromatography, in which small molecules wander into and linger in gel interstices while larger molecules are sterically prohibited from doing so, the result being that the larger molecules are convected more rapidly through the column by the carrier solvent and are eluted more rapidly.

While the simple cubic lattice with a fraction of lattice sites containing pores is an idealization of true pore space, results can be generalized to other geometric partitionings of a matrix. A critical parameter for a given scheme is the average number of nearest neighbor “sites” that can potentially contain pores, which we denote by $\bar{z}$. In the simple cubic lattice, each lattice site has exactly six nearest neighbors, $\bar{z} = 6$. Another regular structure, the hexagonal close packed (hcp) lattice, can be visualized as a stack of closely packed cannonballs, with cannonballs in each layer surrounded by six others forming a hexagon and each cannonball “resting” in a valley formed by a triangle of cannonballs in the underlying layer. For hcp, each site has 12 nearest neighbors, so $\bar{z} = 12$.

A well-studied nonregular geometric model is the Voronoi tessellation, in which “seed” points are distributed at random in a three dimensional medium, which is then partitioned into cells, each cell containing all points that are closest to a particular seed point. Cells are irregular polyhedra bounded by polygons with varying numbers of edges, and different cells have different number of nearest
neighbors. It has been shown that for a completely random Voronoi tessellation in 3D, $z = 15.56$ [42].

Percolation threshold values, $\varepsilon_c$, have been tabulated by computer for all regular 3D lattices and the Voronoi tessellation. For example, values of $\varepsilon_c$ for sc, hcp, and Voronoi lattices are, respectively, 0.312, 0.199, and 0.145. For values of $z$ ranging from 4 to 42, a useful empirical correlation is [40]

$$\varepsilon_c \approx \frac{1}{1 + 0.356z}.$$  \hspace{1cm} (9.10)

Models based on regular lattices or Voronoi tessellations do not exactly reproduce percolation thresholds observed in most porous systems, since real systems are not configured according to these models. Other “continuum” percolation models have been proposed [43, 44]. All such models still make assumptions regarding pore sizes, shapes, and configurations, and therefore can only make specialized predictions. One interesting observation is that the percolation threshold decreases as pores become more oblong at constant $\varepsilon$, since the chance of pore intersection increases [45, 66]. In the end, the percolation threshold $\varepsilon_c$ of a family of porous media characterized by certain rules of formation is particular to these rules, which are often not well understood. It is prudent, when dealing with complex real systems, to treat $\varepsilon_c$ as a free parameter. The power of percolation theory lies in its descriptions of behaviors near threshold, which are relatively insensitive to the particular value of $\varepsilon_c$, as is now discussed.

For infinite lattices, over a range or porosities just above $\varepsilon_c$, a power law relates fraction of pore space available for release to total porosity:

$$F(\varepsilon) = A(\varepsilon - \varepsilon_c)^\beta$$ \hspace{1cm} (9.11)

where $\beta = 0.40$ for all 3D cases, including Voronoi tessellations and other models. A different value $\beta$ applies to 2D systems, which do not concern us here. The fact that $\beta$ only depends on dimension, but not the details of lattice structure or configuration of pores, indicates that a kind of “universality” exists in percolation phenomena. It should be noted, however, that $\varepsilon_c$, the prefactor $A$, and the range of validity of the power law depend on the particular lattice or other space partitioning structure. Universality of the power law exponent, but not the critical point or the prefactor, is related to universal behaviors that have been revealed in physics when comparing disparate critical phenomena, such as vaporization of liquids and ferromagnetism.

Just below the percolation threshold and onset of the infinite cluster, the average finite cluster size grows rapidly, and another power law behavior has been determined. Denoting average cluster size by $S(\varepsilon)$, the universal expression, with $\varepsilon$ close to $\varepsilon_c$, is

$$S = A_S(\varepsilon - \varepsilon_c)^\gamma$$ \hspace{1cm} (9.12)
where $\gamma = 1.8$ for 3D ($\gamma = 2.4$ for 2D). The coefficient $A_S$ is system dependent. In finite-size systems below the percolation threshold, these clusters account for the releasable drug as determined by $F_\infty(e)$. A similar power law accounts for rapid decrease in finite cluster size above $e_c$ due to recruitment of finite clusters into the growing infinite cluster.

Another “universal” behavior of interest refers to the ratio of the effective diffusion coefficient of solute in the random pore structure and the diffusion coefficient of solute in water [46, 47]. Again, a power law relation is seen for $e_c \leq e \ll 1$:

$$\frac{D_{\text{eff}}(e)}{D_0} = A_D(e - e_c)^\mu, \quad (9.13)$$

where $\mu = 2.0$ for all 3D systems but $A_D$ is system dependent. (For 2D, $\mu = 1.3$.) In addition to pore topology (e.g., the number of nearest neighbors), pore/throat geometry and pore wall hydrodynamic interactions (for narrow pores) are factors influencing $A_D$.

Plots comparing $F_\infty(e)$, $S(e)$, and $D_{\text{eff}}(e)/D_0$ for infinite lattices are shown in Fig. 9.5b. The sharp rise of $F_\infty(e)$ and the much gentler rise of $D_{\text{eff}}(e)/D_0$ reflect tortuosity of the percolating pore cluster and the predominance of dead-end pores near the percolation threshold.

Although power law behaviors apply, strictly speaking, only to infinite systems, they ultimately must be compared against finite sized systems. The larger the system with respect to pore diameter, the better the theory is supposed to hold. Several studies testing percolation theory have been carried out in the controlled release arena [31, 38–41, 67–69]. Here we summarize the results of two carefully constructed studies by Hastedt and Wright [40, 41]. These authors mixed various proportions of micronized solid benzoic acid (BzA) and poly(vinyl stearate) (PVS) particles, both with average diameter ~10 μm, in a die, and were compressed to form solid monolithic tablets of thickness 500 μm. Assuming random mixing, device thickness was approximately 50 times that of the particle, which is a suitably large ratio to apply power law predictions. PVS is water insoluble and BzA has a low solubility in water, so the Higuchi model was used to account for release. Porosity in the monolith was accounted for by the volume of the drug particles, plus a small void volume (0.02) that was measured by helium intrusion.

The authors found that release rate data fit well to (9.13), with the proper value of $\mu$, above an apparent percolation threshold of $e_c = 0.09$. This threshold is much lower than would be predicted by the sc, hcp, or Voronoi models or any reasonable model that assumes random juxtaposition of BzA and PVS particles. Two possible explanations were offered. First, it was thought that the mixing of BzA and PVS particles was not completely random. As already discussed, nonrandom mixing, and nonspherical shapes of particle aggregates, may lower the percolation threshold. Second, it was noted that PVS is not completely impermeable to BzA, as the authors demonstrated by measuring the diffusion coefficient of BzA in a thin membrane containing pure PVS. Indeed, their experiments showed nearly complete
release even at very low inclusion of BzA, with $\varepsilon < \varepsilon_c$. Thus, release was not exclusively through the BzA created pores. Instead, drug most likely was able to traverse from “isolated” BzA pores into other pores, albeit slowly, eventually reaching the surface, where drug was released.

It is usually desirable, when formulating a drug delivery system, to have all drug released, as was observed in Hastedt and Wright’s work, and it appears that the matrix must be extremely impermeable to drug in order for strict percolation theory to apply. For small but finite matrix permeabilities, “effective medium” theory [36, 46], which provides a means for averaging fast transport through pores and slow transport through the matrix material, can be used to estimate drug release kinetics.

One example, where “strict” percolation theory may apply, is in the release of paclitaxel (PTX) from coated stents that are used to treat cardiac angioplasty [48]. Here, the drug particles, along with a block polymer matrix material, polystyrene-$b$-isobutylene-$b$-polystyrene (SIBS), are dissolved in a common solvent and sprayed onto stent struts (see Chap. 14). Upon evaporation of solvent, the initial solution phase separates, with PTX nanodomains dispersed in SIBS. These domains are imaged using AFM. Below 25% PTX incorporation, release is incomplete while release is virtually complete above that loading. At low loadings, only drug at or close to the surface is released while drug that is deeper in the coating is trapped by surrounding SIBS. At the higher loadings, all drug appears to be available for release through a connected series of neighboring pores.

We conclude this section with a perspective. As already described, percolation theory makes interesting qualitative predictions regarding ultimate release fraction and release kinetics from porous systems. However, it is also pointed out that its utilization requires determination of the percolation threshold for a given family of porous systems. Pore sizes need to be much smaller than overall system size, and the matrix must be highly impermeable to drug in order for percolation effects to be fully manifested. When these conditions are fulfilled, there is a sharp rise in the fraction of drug that is releasable just above the percolation threshold. Leaving aside the observation that nonreleased drug is wasted drug, one should be aware of the quality control pitfalls that are likely to present themselves near the percolation threshold. Small changes in porosity may lead to large changes in fraction released. Thus, it might be recommended that once the percolation threshold is determined, one should strive to formulate with $\varepsilon$ sufficiently larger than $\varepsilon_c$ that $F_\infty(\varepsilon)$ is close to 1. The gentler rise of $D_{\text{eff}}(\varepsilon)/D_0$ is such that one can still control the release rate by varying porosity over this “safe” range, although it should not be expected that effects will be as dramatic as they would be closer to $\varepsilon_c$.

When the matrix possesses a limited but finite permeability to drug, the percolation threshold gains a new significance. When individual drug particles/pores or clusters are isolated from each other, most drug must diffuse through the matrix material to be released, and one can use the solubility/diffusivity properties of drug in the matrix to make predictions. Drug that belongs to clusters intersecting with the surface is released in a burst, however. The strength of the burst depends on the cluster size distribution. Approaching $\varepsilon_c$ from below, average cluster size increases
and the size distribution broadens, and one may again expect quality control problems when $\varepsilon$ is too close to $\varepsilon_c$. Once $\varepsilon_c$ is determined, it is safest to stay away from it.

9.5 Concluding Remarks

The emphasis in the chapter has been on porous systems with complicated structural characteristics and randomness. Models have been qualitative in nature, and have primarily been developed to illustrate means by which pore structure can influence availability of drug for release, as well as release kinetics. As noted at the beginning, progress in methods for precisely characterizing the internal pore structure of a medium, and in computational power, may permit designers to obtain much more accurate predictions. We believe that qualitative modeling and quantitative characterization/computational approaches have complementary value. The former provides initial guidance while the latter enable fine tuning.

We have already noted that lessons learned from porous media can be applied to other drug delivery issues, such as transport across the skin and through tissue interstitium. These systems can all be regarded as structured media. In concluding this chapter, we briefly comment on diffusion through hydrogels, which constitute another important class of structured media encountered frequently in drug delivery applications.

As discussed elsewhere in this book, hydrogels are water-swollen polymer networks. Water soluble drugs passing through hydrogels diffuse more slowly than in bulk water because their pathways are obstructed by polymer chains and due to hydrodynamic interactions between the diffusing drug and the less mobile polymer. The analogy to diffusion in porous media is evident, but there are two more aspects that need to be considered in hydrogels. First, a substantial portion of hydrogel water is often “bound” to polymer chains and thus has different properties than bulk water. Second, and perhaps more importantly, hydrogel chains execute thermal “breathing” motions which may open and close water spaces available for drug diffusion. These fluctuations in time add a new statistical layer to analyzing transport. A large amount of data is now available for testing theories of partitioning and diffusion in hydrogels that take into account obstructions, hydrodynamic interactions, and chain fluctuations, as summarized in extensive reviews [49–52]. Such theories are most appropriate for drugs which have little affinity for the polymer.

There are of course cases in which drug binding to polymer in the hydrogel provides a means for controlling release rate, and building solute binding specificity is an active area of research, particularly for hydrogels intended for tissue engineering applications (see Chap. 17) [53].

Finally, we note that pore structure in controlled release systems may evolve with time. Bulk degrading polymers often feature growth of internal pores with time, prior to disintegration of the polymer mass. Similarly, porous systems have
also been designed with osmotically active agents incorporated into pores that are isolated from the surface. As water enters the pores, the latter swell until the surrounding polymer bursts, opening new channels for drug release [54].

If solid drug is incorporated into a surface eroding polymer in order to achieve zero order release, then this should occur below the percolation threshold in order to guarantee erosion control. Otherwise, pathways for direct diffusional release are available.
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Targeted Delivery Using Biodegradable Polymeric Nanoparticles
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Abstract  Biodegradable polymeric nanoparticles have been extensively used for targeted drug delivery mostly because of their potentialities to carry multifunctional properties. This chapter shows that nanoparticles can be made of different types of materials and prepared by multiple preparation methods that allow for the entrapment of all types of drugs, small and large, hydrophilic and lipophilic. Moreover, this chapter makes clear that polymer chemistry and the discovery of new grafting methods have opened the way to modification, leading to the covalent linkage on their surface by either poly(ethylene glycol) for long blood circulation time, or ligands for specific biorecognition. The future of such targeting systems relies on the discovery of new and specific targets that will permit the use of targeted nanoparticles in several therapeutic applications.

Abbreviations

Apo E  Apolipoprotein E
Av     Avidin
BSA    Bovine serum albumin
cLABL  Cyclo-(1,12)-penITDGEATDSGC
CS     Chitosan
CuAAC  Copper-catalyzed azide-alkyne cycloaddition
DCC    Dicyclocarbodiimide
DLS    Dynamic light scattering
DMAP 4-Dimethylaminopyridine
EDC 1-Ethyl-3-[3-(dimethylamino)propyl]carbodiimide
EGF Epithelial growth factor
EGFR Epidermal growth factor receptor
FA Folic acid
HA Hyaluronic acid
HAS Human serum albumin
HER2 Human epidermal receptor-2
ICAM-1 Intercellular adhesion molecule-1
Mal Maleimide
MPS Mononuclear phagocyte system
MW Molecular weight
NAv Neutravidin
NCs Nanocapsules
NHS N-hydroxysuccinimide
NPs Nanoparticles
NSs Nanospheres
PACA Poly(alkylycyanoacrylate)
PBLG Poly( benzyl L-glutamate)
PCL Poly(ε-caprolactone)
PCS Photon correlation spectroscopy
PDS Pyridyl disulfide
PEG Poly(ethylene glycol)
PEI Polyethyleneimine
PEO Poly(ethyleneoxide)
PHDCA Poly(hexadecylcyanoacrylate)
PLA Poly(lactic acid) or polylactide
PLGA Poly(lactic-co-glycolide)
PLL Poly-L-lysine
PMMA Poly(methylmethacrylate)
polyHis Polyhistidine
PPO Poly(propylene oxide)
PS Polystyrene
PVL Poly(δ-valerolactone)
QELS Quasi-elastic light scattering
ROP Ring-opening polymerization
SEM Scanning electron microscopy
siRNA Small interfering ribonucleic acid
Sulfo-MBS m-maleimidobenzoyl-N-hydroxy-sulfosuccinimide ester
TEM Transmission electron microscopy
Tf Transferrin
TMCC 2-Methyl, 2-carboxytrimethylene carbonate
10.1 Introduction

Over the past decades, there has been a considerable interest in the development of biodegradable nanoparticles (NPs) as drug delivery systems. Various polymers such as poly(lactide-co-glycolide) (PLGA), polylactide (PLA), or poly(alkylcyanoacrylate) (PACA) have been used for targeted drug delivery, increasing the therapeutic efficiency and reducing side effects. NPs are defined as submicron (around 100 nm) colloidal systems, generally made of a biodegradable polymer. NPs were first developed in the mid-1970s by Birrenbach and Speiser [1]. Later on, their application for the design of drug delivery systems was made available by the use of biodegradable polymers, considered to be highly suitable for human applications [2]. At that time, research on colloidal carriers was focusing only on liposomes but no one was able to make available stable systems for clinical applications. In a few experiments, NPs have been shown to be more active than liposomes due to their better stability [3, 4]. This is the reason why many drugs were associated to NPs in the last decades (e.g. antibiotics, cytostatics, nucleic acids). Nevertheless, the ability to deliver high effective dosages to specific sites in the human body has become the holy grail of drug delivery research. This is the reason why specific targeting of NPs to the active site is the only solution that guarantees a marked drug efficacy. Attempts to attach ligands to particle surface have been achieved. This chapter focuses on the state of the art regarding the design of targeted delivery systems using biodegradable polymer NPs.

10.2 Methods for Nanoparticle Preparation

Depending on the process used for their preparation, nanospheres (NSs) or nanocapsules (NCs) can be independently obtained. NSs are matrix systems in which the drug is dispersed throughout the whole matrix, whereas NCs are vesicular systems in which the drug is confined in a cavity surrounded by a unique polymeric membrane. Several methods have been developed so far for their preparation. They can be classified into two main categories according to whether their formation requires a polymerization reaction, or whether it is achieved directly from a natural macromolecule or a preformed polymer.

10.2.1 Nanoparticles Obtained by Monomer Polymerization

Nanoparticle preparation methods based on monomer polymerization generally consists in either introducing a monomer into the dispersed phase of an emulsion, an inverse microemulsion or dissolving the monomer in a nonsolvent of the polymer.
In these systems, polymerization reactions occur in two steps: a nucleation step followed by a growth step. The first type of NP prepared by such methods was proposed by Birrenbach and Speiser [1]. These particles consisted of crosslinked poly(acrylamide) and were obtained by polymerization of acrylamide and \( N, N' \)-methylenebisacrylamide in inverse microemulsions. Polymerization was carried out by gamma irradiation. Later, Kopf et al. [5] used the same procedure to encapsulate drugs. Similarly, Kreuter and Speiser [6] developed poly(methylmethacrylate) (PMMA) NPs by dispersion polymerization of methyl methacrylate. The monomer was dissolved in an aqueous medium before being polymerized. This method allowed avoiding the use of large quantities of organic solvent and anionic surfactants. These systems were, however, inappropriate for drug delivery purposes, especially for intravascular administration, because of the very slow biodegradability of the polymers used. To broaden the spectrum of NPs for drug delivery, Couvreur et al. [2, 7] developed NSs consisting of PACA. These polymers, used for several years as surgical glues, are bioresorbable [8]. In contrast to other acrylic derivatives requiring an energy input for polymerization that can affect drug stability, alkylcyanoacrylates can be readily polymerized without such a contribution. These NPs are prepared by anionic emulsion polymerization of alkylcyanoacrylate dispersed in an acidic aqueous phase. The size of the NPs obtained is approximately 200 nm, but it can be reduced to 30–40 nm using a non-ionic surfactant in the polymerization medium [9] or by adding \( \text{SO}_2 \) to the monomer [10]. The dominant mechanism of particle degradation was found to be a surface erosion process [11]. Freeze fracture studies have revealed that the internal structure of these NSs consisted in a matrix of a dense polymeric network [12]. Molecular weight (\( M_w \)) determinations made by size exclusion chromatography suggested that NSs are built up from an entanglement of numerous small oligomeric subunits rather than from the wrapping of one or a few long polymer chains [13]. The anionic emulsion polymerization has been successfully used to obtain NPs of poly(dialkylmethyldiene malonate), a biomaterial displaying a great potential as alternative drug delivery system [14, 15]. Alternatively to anionic polymerization, radical polymerization has been developed for PACA NP production [16]. Finally, to obtain PACA NCs, Al Khouri-Fallouh et al. [17] proposed an original method in which the monomer is solubilized in an oil-containing alcoholic phase and is then dispersed in an aqueous solution of surfactants. In contact with water, the alcoholic phase is dispersed and favors the formation of a very fine oil-in-water emulsion. The monomer, insoluble in water, polymerizes at the oil–water interface, yielding the nanocapsule wall. This simple process was designed to encapsulate large quantities of lipophilic drugs.

Other authors have suggested processes adapted to hydrophilic drugs in which alkylcyanoacrylates are polymerized in inverse water-in-oil emulsion or microemulsion to form NCs [18–20] (Fig. 10.1). These methods require a tedious washing step to remove oils and obtain an aqueous dispersion of NCs.
10.2.2 Nanoparticles Obtained from Preformed Polymers

With the exception of alkyl-2-cyanoacrylates and dialkylmethyldene malonate, most of the monomers suitable for a micellar polymerization process in an aqueous phase lead to slowly biodegradable or nonbiodegradable polymers. In addition, residual molecules in the polymerization medium (monomers, oligomers, surfactants) can be more or less toxic, and a tedious purification of colloidal material is thus needed. To avoid these limitations, methods have been proposed using preformed polymers or natural macromolecules. In general, NPs are formed by precipitation of synthetic polymers or by denaturation, solidification, or crosslinking of natural biomacromolecules, mainly proteins and polysaccharides.

10.2.2.1 Nanoparticles Prepared with Synthetic Preformed Polymers

Two methodologies have been proposed for the preparation of NPs from preformed synthetic polymers. The first is based on the emulsification of non water-miscible organic solutions of preformed polymers in an aqueous phase containing surfactants, followed by the removal of solvents under reduced pressure (Fig. 10.2). This method, named solvent emulsion–evaporation, is derived from the preparation of pseudolatex or artificial latex developed by Vanderhoff et al. [21]. It has been applied to PLA by Vanderhoff et al. [21] and then by Krause et al. [22] and by Tice and Gilley [23]. The main advantage is that PLA polymers are generally considered as biodegradable, biocompatible, and well tolerated. Poly(β-hydroxybutyrate) is also considered as a very promising biodegradable polymer that has been used as a material for producing NPs by solvent evaporation process [24, 25]. With this polymer, high pressure emulsification reduced particle size down to 170 nm. Biodegradable NSs of PLA were prepared by emulsion, microfluidization, and solvent evaporation method using...
human serum albumin as stabilizer [26]. Alternatively, PLGA can be selected to increase the rate of polymer degradation [27].

The solvent emulsion–evaporation process has also been modified to yield capsules with a oil or perfluorocarbon core surrounded by a polymer shell [28, 29]. The oil/perfluorocarbon is simply mixed in the organic solvent under the miscibility limit, along with the polymer (Fig. 10.3). The rest of the process remains identical.

To encapsulate hydrophilic drugs, a double emulsion (water-in-oil-in-water) is formed with the drug dissolved in the internal aqueous phase (Fig. 10.4).

When the solvent is partially miscible with water, the emulsification–diffusion process can be used to obtain NPs [30]. The aqueous phase is saturated with the solvent and the organic phase saturated with water. After emulsification, water is added in excess to promote solvent diffusion in the aqueous phase and polymer precipitation [31] (Fig. 10.5). The solvent emulsification–diffusion process has also been modified to generate capsules with an oily core by adding oil in the organic phase [32, 33].

Another interesting technology, applicable to a wide range of polymers, is based on the selection of salts producing the salting out of acetone from water [34, 35]. Saturated aqueous solution prevents acetone from being miscible with water.
After the preparation of an oil-in-water emulsion, water is added in a sufficient amount to allow complete diffusion of acetone into the aqueous phase, inducing the formation of NSs (Fig. 10.6). This process does not require a temperature increase and, therefore, may be useful for heat sensitive drugs [35]. The method has allowed to prepare PLA, PMMA, and ethylcellulose NSs [34].

The second methodology for obtaining NSs from synthetic polymers has been proposed by Fessi et al. [36] and is called “nanoprecipitation.” It is based on the precipitation of a polymer in solution following the addition of a nonsolvent of the polymer. Therefore, this method allows the formation of NSs without prior emulsification (Fig. 10.7). The choice of the polymer/solvent/nonsolvent system is obviously extremely important, since it governs the production of NPs [36]. The solvent and the nonsolvent of the polymer must be mutually miscible. The progressive addition of the polymer solution to the not solvent generally leads to the formation of NSs close to 200 nm in size. The NPs appear to be formed by a
mechanism comparable to the “diffusion and standing” process found in spontaneous emulsification. This phenomenon, beyond the scope of this chapter, has been explained by local variations of the interfacial tension between the two nonmiscible liquids due to the reciprocal diffusion of the third liquid. This method has been successfully applied to various polymeric materials such as PLA and PLGA, poly(ε-caprolactone) (PCL), ethylcellulose, PACA, and polystyrene (PS). Several parameters such as polymer concentration and respective volumes of the two phases can be adjusted to optimize NPs formation [37]. NCs may also be obtained by a very similar procedure [38] (Fig. 10.7). The method differs from the preparation method of NSs by the introduction of a fourth component of an oily nature miscible with the polymer solvent but not miscible with the polymer solvent/nonsolvent mixture. The polymer is deposited at the interface between the finely dispersed oily droplets and the water phase, thus forming NPs with a shell-like wall and a size around 200 nm (Fig. 10.7).
Nanoparticles Produced from Natural Macromolecules

The first method for preparing NPs from a natural macromolecule was developed by Scheffel et al. [39]. These particles were obtained by thermal denaturation of albumin. In fact, this process was already developed earlier to prepare microspheres [40]. It is based on the heating of an oily emulsion containing very small droplets of an aqueous solution of albumin, which induces the denaturation of the protein leading to NPs. Methods for preparing albumin NPs by heat denaturation were later optimized by Gallo et al. [41]. Such methodology is obviously only applicable to drug molecules that are not heat sensitive.

For this reason, methods based on the desolvation/resolvation properties of proteins have been proposed [42, 43]. Gelatin NPs have been synthesized by the slow addition of a desolvating agent to a gelatin solution, which induces progressive modifications of the protein’s tertiary structure that turn it into a hydrophobic material [42]. After partial resolvation of the polymer, NPs may be obtained. This operation is performed under turbidimetric control before the particles are hardened by chemical crosslinking using glutaraldehyde. This process offers the advantage of producing NPs directly in suspension in an aqueous medium, but the use of potentially toxic compounds (glutaraldehyde, desolvating agents) requires purification. Thus, Stainmesse et al. [44] proposed a simpler, single step technique consisting of pouring an aqueous solution of the protein (i.e. gelatin or albumin) into a heated nonsolvent.

Yoshioka et al. [45] used a slightly different method in which droplets of an aqueous solution of gelatin from a water-in-oil emulsion were hardened by cooling below the gelation point and subsequent crosslinking with glutaraldehyde. A water-in-oil emulsion system has been used also by Edman et al. [46] and Artursson et al. [47] to produce carbohydrate NPs. In this method, natural polysaccharides (starch) were derivatized with acrylic acid glucidyl ester and emulsified. Upon addition of a diamine, the water phase droplets are polymerized to yield NPs whose size was around 500 nm.

A new concept was then proposed for preparing NPs by a gelification process [48]. In fact, this method is based on the control of the gelification of alginate by calcium ions. After strengthening the microgels formed using poly-L-lysine, small particles of well-defined sizes (250–850 nm) may be obtained. The main interest of those NPs is that they are characterized by an unusual high surface hydrophilicity.

Other authors have used electrostatic interactions to associate polyelectrolytes of opposite charges and obtain NPs. In particular, this process has been used to encapsulate nucleic acids (DNA, siRNA, or antisense oligonucleotides) using for example polyethyleneimine (PEI) as a polycation [49, 50]. The very same concept has been used to prepare insulin-loaded NPs formed by ionic interactions between cationic chitosan (CS) and anionic tripolyphosphate [51].

This general overview of the state of the art shows that an impressive number of technologies are available for the preparation of NPs. These methods follow a wide variety of principles and employ macromolecular materials of synthetic or natural origin. Some of these processes present drawbacks from a technological standpoint,
while others are probably unsuitable for the formulation of certain drugs. However, the diversity of the methodologies proposed let suppose that a suitable formulation process should exist for any biologically active molecule that would need to be administered under the form of NPs.

### 10.3 Basic Characterization of Nanoparticles

NPs may be characterized in terms of average diameter, size distribution and surface charge by several experimental techniques. The main one is dynamic light scattering (DLS), sometimes referred to as photon correlation spectroscopy (PCS) or quasi-elastic light scattering (QELS). This technique allows the diffusion coefficient of NPs to be determined by shining a laser through a NP suspension and the intensity fluctuations of the scattered light to be analyzed. This yields the diffusion coefficient of the particles related to their Brownian motion and hence the particle size using the Stokes–Einstein relationship. Several models allow the particle mean diameter and the width of the size distribution to be obtained, sometimes expressed as polydispersity index. The diameter measured in DLS is the hydrodynamic diameter and takes into account the solvatation/hydration layer at the surface of NPs. Therefore, the hydrodynamic diameter may vary with nanoparticle concentration, as well as with the concentrations and types of ions in the medium. The obtained size may be larger than measured by electron microscopy when, for example, particles are removed from their native environment. Scanning electron microscopy (SEM) or transmission electron microscopy (TEM) is indeed relevant to evaluate nanoparticle size distribution and the resulting polydispersity index. For SEM, NPs are deposited on a carbon conductive tape either freeze dried or as a suspension that is left to dry. Samples are then coated by a thin layer of metal before being examined. For TEM, suspensions are deposited on a copper grid and optionally contrasted by uranyl acetate of phosphotungstic acid depending on their surface charge. Nanoparticle surface charge is assessed by electrophoretic mobility measurements, and thanks to the Smoluchowski equation, the zeta potential of NPs is obtained. In absolute value, the larger is the zeta potential, the better the colloidal stability.

### 10.4 Fate of Nanoparticles After Intravenous Administration

#### 10.4.1 Uptake by Phagocytic Cells

After intravenous administration, NPs are mainly taken up by phagocytosis primarily in specialized cells also called professional phagocytes: mostly in macrophages from the mononuclear phagocyte system (MPS), monocytes, neutrophils and dendritic cells [52]. Other types of cells (fibroblasts, epithelial and endothelial cells),
referred to as para- and nonprofessional phagocytes, may display some phagocytic activity, but to a lower extent [53]. The phagocytic pathway of entry into cells can be described using three distinct steps (1) recognition by opsonization in the bloodstream, (2) adhesion of the opsonized particles to the macrophages, and (3) ingestion of the particle. Opsonization is an important process occurring before the phagocytosis itself. It consists in tagging the foreign NPs by proteins called opsonins, making the former visible to macrophages. This typically takes place in the bloodstream rapidly after introduction of the particles. Major opsonins include immunoglobulins (IgG and IgM) as well as complement components (C3, C4, C5) [54], in addition to other blood serum proteins (including laminin, fibronectin, C-reactive protein, type-I collagen) [55]. Opsonized particles then attach to the macrophage surface through specific receptor-ligand interactions. The major and best-studied receptors for this purpose include the Fc receptors (FcR) and the complement receptors (CR). FcRs bind to the constant fragment of particle-adsorbed immunoglobulins, the best understood interaction involving IgG and FcγR; CRs mostly bind to C3 fragments [52, 56]. Other receptors, including the mannose/fructose and scavenger receptors can be involved in the phagocytosis [52] while new opsono-receptors such as CD44 are still being discovered [57]. Receptor ligation is the beginning of a signaling cascade mediated by Rho-family GTPases [58], which triggers actin assembly, forming cell surface extensions (pseudopodia) that zipper up around the particle and engulf it.

The resulting phagosome will ferry the particle throughout the cytoplasm. As actin is depolymerized from the phagosome, the newly denuded vacuole membrane becomes accessible to early endosomes [59]. Through a series of fusion and fission events, the vacuolar membrane and its contents will mature, fusing with late endosomes and ultimately lysosomes to form a phagolysosome. The rate of these events depends on the surface properties of the ingested particle, typically from half to several hours [52]. The phagolysosomes become acidified due to the vacuolar proton pump ATPase located in the membrane and acquire many enzymes, including esterases and cathepsins [60]. The enzymatic content of these intracellular vesicles is a key issue for synthetic polymeric NPs, since polymer biodegradability is required in pharmaceutical applications, both to ensure drug release and to avoid accumulation of the ingested material, which can lead to further toxicities. This explains the wide use of the biodegradable PLGA and PACA. PLGA chains are degraded through a hydrolytic mechanism facilitated by low pH [61], whereas PACA is bioeroded intracellularly, i.e. the alkyl groups are hydrolyzed by esterases, which increases the hydrophilicity of the polymer backbone until it becomes water soluble [8].

### 10.4.2 Escaping Phagocytic Cells

Several strategies have been developed to interfere with the binding of opsonins to make NPs “invisible” to the MPS. This process, called “dysopsonization,” varies according to different parameters, of which the size plays a major role; smaller
particles attach less proteins [62]. Moreover, NPs with hydrophobic surface [63] or that are positively charged [64] are more prone to opsonization. Shielding the surface with hydrophilic polymers such as poly(ethyleneglycol) (PEG) reduces opsonization [55]. It is conferred by PEG coating (or PEGylation) due to the formation of a dense, hydrophilic cloud at the surface of NPs. Indeed, water molecules form hydrogen bonds with the oxygen from PEG ether groups, leading to the creation of a hydrated layer around the particle that prevents interaction with proteins. When opsonins are attracted to the NP surface, hydrophilic PEG molecules adopt in solution an extended conformation, which starts to be compressed [65]. This compression causes the transition of PEG to a higher energy conformation and leads to the creation of an opposite repulsive force that, when it is high enough, can balance and overcome the attractive forces between NPs and opsonins. However, PEG’s ability to reduce plasma protein adsorption and interaction with macrophages of MPS is strictly dependent on different parameters such as the molecular weight (MW). Many authors reported that PEG with a minimum MW of 2,000 Da is required to achieve stealth properties. Indeed, PEG polymers with high MW show higher flexibility than smaller PEG chains and can guarantee a more efficient protection [66–68]. Moreover, an optimal surface stabilization can be conferred using a mixture of PEG with different MWs, where the short PEG chains are interdigitated between higher MW PEG chains [69]. In addition, the surface chain density and the configuration of polymer chains are critical points to cover all the surface of the NPs and provide an efficient steric protection [70–73]. At low density, polymer chains show a large range of motion and assume a mushroom configuration in which PEG molecules are disposed close to NPs surface, which is favorable for protein repulsion (Fig. 10.8a). However, the low density of PEG molecules leaves enough spaces between chains making the surface still accessible to proteins adsorption [65]. When increasing chain density, the range of motion of PEG chains is reduced and they exhibit a brush configuration (Fig. 10.8b). The high density provides a complete coverage, but the reduced mobility of PEG chains decreases the steric hindrance properties of the PEG layer [74]. Therefore, an optimal surface
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coverage can be achieved with an intermediate configuration between the mushroom
and the extended one where the density is enough to ensure complete surface coverage
but enough freedom to preserve molecule motion. According to the area occupied by
each PEG chain, [75], the optimal surface density should correspond to a distance
of around 1 nm between two PEG chains to prevent the adsorption of small proteins
and around 2 nm for larger proteins [76]. Moreover, as described below, PEG end
groups can be used for nicely coupling ligands to their extremities (Fig. 10.8c).

Surface coverage of NPs has been achieved by physical adsorption of the
commercially available poloxamer copolymers that are made of poly(ethylene
oxide) and poly(propylene oxide) (PPO). Their block structure allows their adsorp-
tion onto NPs surface via their hydrophobic PPO block, while the PEO block,
soluble in the surrounding medium, forms a hydrophilic brush-like surface [74].
However, a drawback of polymer adsorption approach is their desorption and
displacement by blood components after injection leaving some nonprotected
spaces available for opsonin binding [77]. To overcome this issue, an alternative
was proposed using amphiphilic diblock copolymers R-PEG in which PEG is
linked to a biodegradable polymer (R) such as PLGA, PLA, PCL, or PACA. The
two portions of the copolymer have different solubility: PEG is soluble in water
while R is soluble in organic solvents. During preparation of NPs, the PEG chains
migrate toward the water phase to form the external layer of the stealth® NPs whose
cores are mainly composed of R chains. In recent studies, surface properties of
biodegradable PLGA NPs have been successfully modified using PEGylated
phospholipids [78, 79]. PEGylation or carbohydrates [80]. This coating provides
steric protection against protein adsorption [81]. Carbohydrates show biodegrad-
ability and biocompatibility, and present many reactive groups for ligand coupling.
As for PEG, surface modification can be achieved by adsorption or the use of
polysaccharides coupled to biodegradable polymers. The most used polysaccharides
are dextran, chitosan, and heparin. It is reported that dextran and its
derivatives could induce strong complement activation due to the high availability
of hydroxyl groups. However, complement activation can be decreased by grafting
sulfonate groups near to the hydroxyl groups or by grafting dextran chains in a
brush and flexible conformation [82, 83].

10.4.3 Extravasation from Leaky Endothelium

PEGylation results in the so-called stealth® or long circulating NPs [55]. However,
NPs obtained with copolymers show longer circulation time than similar NPs with
surface absorbed PEG [84–87]. Moreover, their administration results in a low
uptake by the liver and higher level of targeted organ accumulation compared to
non-surface-modified NPs [66, 86, 88–90]. As a result, these NPs can exploit
abnormalities of tumor vasculature, namely, hypervascularization, aberrant vascu-
lar architecture, and extensive production of vascular permeability factors that
induce NP extravasation within tumor tissues [91]. In addition, solid tumors tend
to lack functional lymphatics and extravasated NPs are retained within the tumor site for prolonged periods of time. However, this strategy poses a limit to the maximum size of the particles of about 100–300 nm, since larger particles would be less likely to pass through the fenestrations passively. Moreover, such an approach relies exclusively on the presence of vascular fenestrations whose size is known to change over time, being negligibly small at an early stage of the disease. In addition, the extent of extravasation is affected by the type of tumor and the site of tumor growth [92] and is potentially reduced by antiangiogenic therapies. Other parameters such as particle geometry, which might be different from one material to another, are still under debate regarding the ideal particle shape that would allow the leaky endothelium to be crossed [93].

### 10.5 Ligand Coupling to Nanoparticles

#### 10.5.1 General Considerations

As described before, the most convenient covalent coupling strategy employed with polymeric nanocarriers relies on the synthesis of amphiphilic block copolymers whereby the hydrophobic part is generally a biodegradable polymer and the hydrophilic part is a PEG chain at the extremity of which is attached the ligand. The latter can be either linked to the amphiphilic copolymer prior to self assembly into NPs (Fig. 10.9a), at the surface of preformed NPs (Fig. 10.9b), or being already coupled to the PEG chain prior synthesis of the block copolymer (Fig. 10.9a). The choice of synthetic route is mainly governed by the size of the ligand to be attached: whereas a small ligand such as folic acid (FA) can be linked either to the copolymer prior NP formation or at the surface of preformed NPs, the linkage of bulky ligands (e.g. peptide or protein) is restricted to the second pathway for obvious self-assembly and hydrophilic-lipophilic balance reasons. Importantly, here, the PEG chain not only acts as a spacer between the NP core and the ligand but also confers steric stabilization and stealth properties to the resulting nanocarriers as described above.

Some examples also reported the direct coupling of peptides (without a PEG spacer) to the core polymer, followed by self-assembly into the corresponding functionalized NPs (Fig. 10.9c).

Noncovalent functionalization for preparing targeted NPs can be envisioned using different strategies. The most widely employed route involves avidin (Av)/steptavidin/neutravidin–biotin couples, which exhibit the strongest noncovalent biological interaction known to date [94, 95]. In this case, the biotin-binding protein can be either (1) attached to the surface of the NPs, either at the extremity of PEG chains (Fig. 10.10a) or directly to the core of the NPs (Fig. 10.10b) and subsequently incubated with a biotinylated ligand or (2) functionalized by the desired ligand, by biotinylation (Fig. 10.10c) or by standard coupling chemistry (Fig. 10.10d) and linked to preformed biotinylated NPs.
The simple adsorption of a PEG-based surfactant at the surface of NPs and their subsequent coupling with the desired ligand, or the simple adsorption of ligands at the surface of the NPs have also been investigated, although possible desorption upon in vivo injection can represent an issue.

### 10.5.2 Covalent Coupling Strategies

A wide range of ligation strategies has been used so far to achieve targeted NPs. Most of them employ traditional coupling chemistries that take advantage of functional groups already present in the structures of polymers and biologically active ligands. In addition, the establishment of novel coupling approaches has been recently witnessed, a typical example being the use of click chemistry.

#### 10.5.2.1 Traditional Coupling Reactions

The most representative example in this field is certainly the amidation reaction between an amine moiety and a carboxylic acid group, performed under standard dicyclocarbodiimide (DCC) coupling conditions. This reaction often occurs in
Fig. 10.10 Synthetic routes for achieving functionalized NPs by noncovalent coupling using avidin/streptavidin/neutravidin–biotin interactions (L ligand, Av avidin, SAV streptavidin, NAv neutravidin)
the presence of NHS to prepare an activated ester in situ, prone to react with amine-containing moieties.

The amidation pathway for targeted NPs was reported with PLGA, PLA, PCL, poly(δ-valerolactone) PVL, PACA, poly(benzyl L-glutamate) (PBLG), polyethyleneimine (PEI), or polyhistidine (polyHis) NPs covered by PEG chains using H$_2$N–PEG [96–109] or NHS–PEG [110–127] reactive moieties for coupling. FA [96–102, 104, 105, 107–109, 114–116, 120, 121, 126, 128], RGD peptide [122–124], RNA aptamers [110–113], cyclo-(1,12)-penITDGEATDSGC (cLABL) peptide [126], Epidermal growth factor (EGF) [117, 118, 125], anti-epidermal growth factor receptor (anti-EGFR) antibody [119], galactose [97], or biotin [101] were selected as the ligand of interest. PEI-PLA NPs were also derivatized with FA by amidation [129].

Thiol/maleimide (Mal) coupling, which leads to a thioether bond, is also a route of interest for targeted NPs. Typical examples are the use of thiolated OX26 antibody, [130] bovine serum albumin (BSA) [131] or RGD peptide [132] followed by their linkage at the surface of preformed Mal-PEG-b-PCL or Mal-PEG-b-PLA NPs. The anti-human epidermal receptor-2 (HER2) antibody was also thiolated upon reaction with 2-iminothiolane and further linked to maleimide-decorated PEG-b-PLA NPs [133]. The reverse strategy, which consists of the synthesis of thiolated NPs, was reported using PLA as the biodegradable polymer, anti-HER2 or anti-CD20 monoclonal antibodies as the ligands, and m-maleimidobenzoyl-N-hydroxysulfosuccinimide ester (sulfo-MBS) as the crosslinker [134–136]. One can also take advantage of the maleimide function to perform a Diels–Alder coupling. This was demonstrated by the synthesis of a poly(TMCC-co-LA)-g-PEG-furan, further conjugated to a maleimido-antibody (anti-HER2) to yield functionalized NPs [137].

Interestingly, this coupling strategy was also used in combination with the amidation pathway to prepare functionalized human serum albumin (HSA) or gelatin NPs. The studies reported the dual coupling via the heterobifunctional NHS-PEG-Mal, used here as a spacer between the core of the NP and the desired ligand [138–144]. This was successfully applied to OX26, R17217, and trastuzumab antibodies [138, 142, 143], EGFR [140], as well as to Apo E [139, 141, 144]. FA was also attached via its native carboxylic acid group to hydroxyl-terminated HO-PEG-b-PCL-based [145] and polyHis-b-PEG-OH [116] NPs under DCC/DMAP assistance or under its amino form at the surface of activated PEO-b-PPO-b-PEO/PEG shell crosslinked NCs exhibiting reactive p-nitro phenyl ester functional groups [146].

The amination coupling pathway between amino containing ligands and aldehyde terminated polymers has been reported with CS and glycyrrhizine [147], PACA-b-PEG and the transferrin ligand [148], PBLG-b-PEG and the GRGDS peptide [149] and with PCL-b-PEG and the GRGDS peptide [150, 151]. Another study reported the coupling of RGD peptide to PLA-b-PEG, previously activated by methyl sulfonyl chloride [128]. Eventually, the reaction between a pyridyl-disulfide-terminated (poly-L-lysine) PLL and a thiolated transferrin, giving rise to a disulfide bridge, was reported [152]. This route required the previous thiolation of transferrin (Tf) by a dithiopyridin linker. Interestingly, PLGA NPs were functionalized by the
Tf ligand via an epoxy linker [153]. The same ligand was also anchored to gelatin NPs following an identical ligation strategy [154].

The core polymer of the NPs can also be directly functionalized by the ligand. This strategy was applied to PLGA, PLA/PLL, or CS NPs where the authors took advantage of native functional groups already present within the polymer structure for further coupling to peptides, antibodies, or organic molecules via DCC chemistry [155–164]. Branched polyester copolymers of hydroxy-acid and allyl glycidyl ether were derivatized with a known potent nonselective selectin ligand by esterification via an acyl chloride formation [165, 166].

### 10.5.2.2 Other Coupling Strategies

Copper(I)-catalyzed Huisgen 1,3-dipolar cycloaddition reaction between an azide and an alkyne, named copper catalyzed azide-alkyne cycloaddition (CuAAC), belongs to the class of chemical reactions, often referred as “click” chemistry [167], that share several very important features (1) a very high efficiency in terms of both conversion and selectivity, (2) mild experimental conditions, (3) a simple workup, and (4) little or no by-products. Click chemistry has recently received a tremendous interest in many research areas [168–172] and can be readily performed in aqueous solutions, thus representing a relevant approach if functionalization of preformed NPs is envisioned. However, in contrast to traditional coupling approaches using native ligand functional groups (amine, thiol, carboxylic acid, etc.), the click chemistry pathway requires both the NP/copolymer and the ligand to be previously derivatized with alkyne and azide functionalities prior coupling reaction. Click chemistry for surface functionalized NPs was applied to PEGylated PACA copolymers/NPs exhibiting azide moieties at the extremity of the PEG chains, acting here as a clickable scaffold. Model and biologically active alkyne derivatives were quantitatively coupled either to the copolymer in homogeneous medium followed by self-assembly in aqueous solution or directly at the surface of preformed azido-decorated NPs in aqueous dispersed medium, both yielding highly functionalized NPs [173, 174]. Recently, Lu et al. have derivatized a poly(2-methyl-2-carboxytrimethylene carbonate-co-D,L-lactide) (poly(TMCC-LA)) copolymer with azido-PEG pendant chains via 1-ethyl-3-[3-(dimethylamino)propyl]carbodiimide (EDC) chemistry to form the corresponding amphiphilic copolymer able to self-assemble into well-defined NPs [175]. Then, alkyne modified KGRGDS peptides were synthesized and coupled to the azide functionalized NPs via click chemistry. Very recently, a difunctional initiator has allowed ring opening polymerization (ROP) of lactide and controlled/living radical polymerization of PEG-based macromonomers (bearing glucopyranoside molecules linked by click chemistry) to be sequentially performed by divergent chain growth [176]. The amphiphilic feature of such a comb-shaped construct led to well defined NPs decorated with sugar moieties, the accessibility of which was accessed by concanavalin.

Photografting was investigated as an original approach to design targeted NPs [177–179]. Garinot et al. reported the synthesis of PCL-b-PEG-g-GRGDS NPs...
achieved by grafting of RGD molecules to PCL-b-PEG copolymer [179]. This covalent coupling required first the derivatization of PEG chain ends with NHS groups, prone to react with the peptide terminal free amines. Another route relied on the use of O-succinimidyl 4-(p-azidophenyl) butanoate upon irradiation [177, 178].

### 10.5.3 Noncovalent Ligations

Avidin, neutravidin and streptavidin exhibit four biotin-binding sites that can be exploited for conjugation purposes with NPs. To immobilize the biotin-binding protein at their surface, a convenient strategy is to use an heterobifunctional PEG spacer [141], bearing on one side a NHS group for coupling to the NPs and on the other side a maleimide moiety suitable for conjugation to the biotin binding protein via sulfhydryl modification. Linkage to NPs is then achieved by amidation whereas the protein is linked via a thioether bond. Targeted NPs are eventually obtained by simple incubation with the desired biotinylated ligand (here a biotinylated Apo E), the synthesis of which is usually achieved by traditional coupling chemistry (biotin display a primary carboxylic acid function far from its binding site). The coupling of biotin-binding proteins to the NPs can also be directly obtained by standard DCC assisted coupling chemistry [180, 181]. In this case, NPs are previously activated with DCC and further reacted with the protein. In these examples, NPs should present suitable functional groups at their surface such as NH₂ or COOH for the coupling to take place. It has also been reported the covalent linkage of neutravidin at the surface of gelatin NPs by thiolation and subsequent incubation with biotinylated epithelial growth factor (EGF) or Apo E [182–184].

The reverse strategy, which consists in the preparation of biotinylated NPs [185, 186], requires the coupling of the ligand to the biotin binding protein by traditional coupling chemistry, whereas biotin is inserted at the extremity of PEG chains surrounding the NPs. This was exemplified by the design of OX-26-decorated PEGylated-chitosan NPs [185] and anti-VCAM-1 functionalized poly(sebacic acid)-PEG NPs [186] with Av and streptavidin as the biotin-binding protein, respectively.

Eventually, the synthetic route, which consists in the biotinylation of both the NPs and the ligands, has been employed. The binding is performed upon incubation with a biotin binding protein, and this has been exemplified with PEI-b-PEG-biotin, Tf-biotin and Av [187].

Even though covalent linkages or biotin-based bindings are believed to be the most robust approaches regarding the stability of the corresponding nanocarriers, other noncovalent routes have been used to prepare targeted NPs. For instance, Blackwell et al. reported the simple adsorption of monoclonal antibody recognizing E- and P-selectin adsorbed at the surface of PS NPs [188].

Interestingly, different routes have been proposed to obtain hyaluronic acid (HA)-coated PCL NSs (1) coating the core by chain entanglement with HA, (2) coating the NSs by a simple HA adsorption or (3) coating the NSs by electrostatic
interactions between negatively charged HA and a cationic surfactant (stearylamine or benzalkonium chloride). The best results in term on HA coating were shown when the positively charged surfactant was used [189].

Eventually, some authors performed the coupling reaction on the Pluronic surfactant, previously adsorbed at the surface of PS [190] or PLGA [191] NPs. Whereas Gullbert et al. reported the preparation of RGD- and RGDE-Pluronic-coated PS NPs via a pyridyl disulfide (PDS) functionalization [190], Chittasupho et al. proposed the synthesis of NHS-Pluronic followed by coupling of the cLABL peptide via its terminal amine group [191].

10.6 Ligand Targeted Nanoparticles

10.6.1 Folate Receptor Targeting

FA has been widely studied as a targeting ligand for nanocarriers, especially for anticancer strategies [192]. Indeed, FA binds with a low affinity to the reduced folate carrier present in virtually all cells, but with a high affinity (in the nanomolar range) to the glycosylphosphatidylinositol-linked folate receptor (FR), which exhibits very limited distribution [193]. In particular, FR is often overexpressed on the surface of cancer cells but highly restricted in normal tissues [194]. Moreover, FR has the ability to transport both FA and the FA-linked cargo by receptor mediated endocytosis with subsequent endosomal escape into the cytosol [193, 195], thus avoiding lysosomal degradation. FA has been successfully coated onto PEGylated polymer NPs by conjugation of the activated N-hydroxysuccinimide FA with the aminated PEG-poly(hexadecyl cyanoacrylate) (PHDCA) copolymer. Surface plasmon resonance revealed that FA bound to these particles had a tenfold higher apparent affinity for FR compared to free FA [104]. FA was also associated to PLGA NPs by coating a poly(t-lysine)-b-PEG-FA conjugate. Such particles showed a preferential uptake by the FR-overexpressing carcinoma KB cells compared to simple PLL-b-PEG-coated PLGA NPs, which was not the case in the presence of an excess of free FA in the medium, nor in the case of the lung adenocarcinoma, FA-deficient, A549 cells [98].

The same approach was used to coat PEI/siRNA polyplexes with FA. These FA-decorated polyplexes significantly increased gene inhibition on KB cells compared to FA-coated lipoplexes, but not on A549 cells [196]. These successful examples of FR targeting are slowly translating from in vitro to in vivo. For instance, PLGA NPs have recently been decorated by FA via the use of PLA-b-PEG-FA or PLA-b-PEG-biotin conjugates. These particles were found to increase paclitaxel delivery to tumors and to enhance its activity on a mice xenograft model [197]. Further studies may, however, be needed before polymeric NPs can fully demonstrate in vivo the relevance of FR targeting.
10.6.2 Transferrin Receptor Targeting

Tf receptors (TfR) are known to be overexpressed in several malignant tissues compared to healthy ones [198] (typically two- to tenfold more [199]). Tf was, therefore, studied as targeting ligand to specific cell populations to increase cellular uptake of anticancer drugs loaded onto NPs. PLGA NPs were thereby conjugated with Tf and exhibited a twofold greater in vitro uptake by MCF-7 cells as well as a reduced exocytosis, compared to unconjugated PLGA particles. Competition experiments with free Tf confirmed the involvement of TfR in the uptake process [153]. In vivo studies performed in S-180 solid tumor bearing mice showed a promising accumulation in the tumor of paclitaxel after intravenous administration of Tf-conjugated to PEG-b-PACA NPs loaded with this drug [200]. Interestingly, in addition to cancer cells, TfR are also known to be highly expressed in some healthy tissues such as brain capillaries where they are known to mediate transcytosis [201]. TfR targeting has, thus, been investigated to enhance the delivery of drugs across the blood–brain barrier, which is almost impermeable to most of the available therapeutic molecules. Tf was conjugated to PEG-coated albumin NPs, which significantly increased the delivery of AZT to rat brain, the proportion of the drug located in this tissue being doubled as compared to the same particles devoid of ligand [202]. However, the use of Tf as a ligand for NP decoration may be hindered by a competition with the corresponding endogenous pool of ligands [201]. This is the reason why monoclonal antibodies (mAb) have been employed such as the mouse OX26 directed against the rat TfR. This mAb binds to a TfR epitope distinct from the Tf binding site, thus preventing competition with endogenous Tf [203]. Using the Av-biotin technology, chitosan NSs were also conjugated with PEG bearing the OX26 mAb. These functionalized CS-PEG-biotin-Av/OX26 NPs were able to translocate into the brain tissue after intravenous administration to mice [185].

10.6.3 Targeting of Cell Adhesion Molecules

Cell adhesion molecules (CAMs) have been investigated for the targeting of various endothelial cells, especially for anticancer strategies directed against angiogenesis. In particular, the \( \alpha_v\beta_3 \) integrin, highly expressed on neovascular endothelial cells, is usually targeted using the RGD peptide [204]. PEGylated PLGA based NPs, when decorated with RGD and RGD peptidomimetic were notably found to efficiently deliver paclitaxel to HUVEC cells via \( \alpha_v\beta_3 \) binding. These particles also enhanced paclitaxel activity on transplantable lymphoid tumor bearing mice, in terms of tumor growth as well as survival rates [178]. RGD targeting has also been applied to nucleic acid delivery. Interestingly, while PEGylated PEI based polyplexes were found to exhibit a lower cell uptake compared to the parent polyplexes, conjugation of an RGD peptide at the extremity of the PEG chains was able to restore the original uptake levels, but this time through specific
receptor-mediated endocytosis. This allowed efficient in vitro luciferase gene inhibition by siRNA, as well as in vivo accumulation in cancer cells, after intravenous administration to mice [122]. RGD-grafted chitosan NPs have also been recently demonstrated to preferentially accumulate in vitro into αvβ3-expressing cells, but also to significantly enhance tumor growth inhibition by specific delivery of siRNA to mice [205].

ICAM-1 is another particularly interesting target for altered endothelial cells, especially for the treatment of inflammatory diseases [206]. PEGylated PLGA NPs bearing mAb to Intercellular Adhesion Molecule-1 (ICAM-1) and other CAMs were demonstrated to selectively adhere to inflamed endothelium, both under in vitro flow conditions and in vivo on mice, thus mimicking leukocytes [207]. As for cell internalization, endothelial cells did not internalize ICAM-1 mAb but mAb-coated PS NPs or multivalent mAb conjugates. Indeed, the uptake was found to require ICAM-1 clustering [208]. ICAM-1 targeting was also investigated using the cyclic peptide cLABL, which was associated to PLGA NPs by coupling it to the poloxamer used for the particle coating. These particles allowed an in vitro delivery of doxorubicin to ICAM-1-overexpressing A549 cells [191].

10.6.4 Targeting of Human Epidermal Receptors

The EGFR and HER-2 play a critical role in cell growth and proliferation in response to the binding of growth factor ligands [204]. Some mAbs targeting these receptors have been approved for cancer treatment, including cetuximab (EGFR, colorectal, and head/neck cancers) and trastuzumab (HER-2, breast cancer). The latter has been conjugated to PLA NPs, either through direct coupling via thiolation, or using the avdin-biotin technology. In both cases, this strategy enhanced the delivery to the HER-2 expressing SKOV-3 ovarian cancer cells by up to tenfold [209, 210]. Trastuzumab was also used to decorate HSA NPs, allowing a specific uptake on several HER-2-positive breast cancer cell lines [142], and an efficient delivery of the Plk1 antisense oligonucleotide to BT-474 cells [211]. Besides mAbs, “natural” ligands such as EGF were also investigated for the targeting of EGRF. Gelatin NPs decorated with EGF through Av-Biotin interaction were found to be selectively taken up by A549 cells [183]. Noteworthy, they were efficiently delivered as a nebulized aerosol to mice and were accumulated in EGFR-positive cancer cells in the lung tissue [184].

10.6.5 Targeting of the Prostate-Specific Membrane Antigen

Prostate specific membrane antigen (PSMA) is abundantly expressed in cancer situations, making it the most appealing antigen for targeted treatments of prostate cancers. The A10 aptamer, which recognizes the extracellular domain of PSMA
was grafted onto PEG-$b$-PLGA NPs loaded with docetaxel [111] or with a cisplatin prodrug [213]. These particles bound specifically to LNCaP prostate epithelial cells, significantly enhancing the drug cytotoxicity. They also allow a higher tumor regression after a single intratumoral injection to mice, compared to untargeted NPs, and a 100% survival rate over 109 days [111].

### 10.6.6 Targeting Using Cell Penetrating Peptides

Cell penetrating peptides (CPPs), also known as protein transduction domains, have also raised increasing attention due to their ability to translocate across membranes [214, 215]. The most commonly studied CPP for NP functionalization is the HIV-1 transactivating transcriptional activator peptide (TAT). Remarkably, ultrasmall superparamagnetic iron oxide particles (USPIO) coated with TAT were shown to efficiently tag progenitor cells [216]. Polyplexes based on DNA and a PEI-PEG-TAT conjugate also led to interesting transfection efficiency after intratracheal instillation to mice [217]. Although promising, the mechanism of CPP-mediated targeting and uptake remains to be fully elucidated.

### 10.7 Conclusions

This chapter has extensively described different aspects of targeted delivery using biodegradable polymer NPs. Most of the studies dealing with NPs have proved over the past years to have a dramatic impact in medicine by improving the biodistribution and the target site accumulation while reducing side effects of systematically applied therapeutics. As shown in this chapter, attempts to increase the amount of drug that actually reaches the target tissue was carried out using ligand-addressed nanoparticles. However, one of the main issues to be solved is tissue targeting specificity. Indeed, as exemplified, in the field of tumor targeting by nanotechnologies for instance, rather ubiquitous receptors were addressed such as the folic acid, hyaluronic acid, transferrin, or epithelial growth factor receptors. Future prospects should include targeting more specific receptors or designing multifunctional nanoparticles, combining imaging and triggered drug delivery. One example could be the design of polymeric nanocarriers containing ultrasound contrast agents that can be visualized under ultrasound imaging, which can release their drug content at the target site by ultrasound energy.
References


Chapter 11
Liposomes in Drug Delivery

Vladimir Torchilin

Abstract Liposomes, phospholipid bubbles with a bilayered membrane structure, are considered as promising pharmaceutical carriers for different applications. Currently, liposomes are used experimentally and clinically to deliver various pharmaceuticals including drugs and diagnostic agents as well as genes and related products. Research in the field of liposomes aims now at the development of various liposome-based multifunctional nanopreparations for therapy and diagnostics or for both simultaneously (theranostics). This chapter briefly addresses the basic properties of liposomes as drug delivery systems and the development and current status of some liposomal products.

11.1 Liposomes: Brief Overview of Preparation and Properties

Liposomes are artificial phospholipid vesicles, which can be obtained by a variety of methods from lipid dispersions in water. Over the years since their discovery in early 1960s, various preparations methods, properties, and biomedical applications of liposomes have been thoroughly investigated and discussed in detail in multiple monographs, see for example [90, 155, 156, 289, 315]. The most frequently used methods for liposome preparation include ultrasonication, reverse phase evaporation, detergent removal from mixed lipid-detergent micelles by dialysis or gel filtration, freeze–thawing, extrusion, and lipid film hydration. To increase liposome membrane stability and slow down their disintegration and release of incorporated drugs, various amounts of cholesterol are incorporated into the liposomal membrane. Liposome size depends on their composition, preparation method, and intended use, and can vary from around 80 nm or even less to greater than 1 μm.
in diameter: SUVs are small unilamellar vesicles below 100 nm in size and are formed by a single bilayer, LUVs are large unilamellar vesicles ranging in size from 100 to 800 nm, and MLVs are multilamellar vesicles with the size from 500 to 5,000 nm and consisting of several concentric bilayers (see Fig. 11.1). The encapsulation efficacy for different substances is variable. Thus, the use of the reverse phase evaporation method [265] permits inclusion of 50 and more percent of the substance to be encapsulated from the water phase into the liposomes. In general, the trap volume for smaller liposomes is rather small (it can go below 1 l/mol lipid for liposomes smaller in size than 200 nm), while relatively high drug/lipid ratios are usually required. Although some liquid preparations of liposomes demonstrate good stability, methods have been developed to obtain lyophilized liposomal

Fig. 11.1 Liposome–cell interaction. Drug-loaded liposomes can adsorb on the cell surface specifically (1) or nonspecifically (2). Liposome can also fuse with the cell membrane releasing its contents inside cell cytoplasm (3). It can also be destabilized by certain cell membrane components when adsorbed on the surface so that the released drug can enter cell via micropinocytosis (4). Liposome can undergo the direct or transfer protein-mediated exchange of lipid components with the cell membrane (5). It can also be subjected to a specific or nonspecific endocytosis (6). In this case, a liposome can be delivered by the endosome into the lysosome (6a) or, en route to lysosome, liposome can provoke endosome destabilization, which results in drug liberation into the cell cytoplasm (6b). Drug-loaded liposome modified with certain viral components can specifically interact with cells, provoke endocytosis, and, via the interaction of viral components with the inner membrane of the endosome, allow for the drug efflux into the cell cytoplasm (7)
preparations using various cryoprotective agents, such as mannose [174]. The release rate of different compounds from liposomes in vitro is usually under 1% per hour, assuming that the incubation temperature sufficiently differs from the phase transition temperature of a given phospholipid, since the maximal permeability of liposomes is observed at temperatures close to the phase transition temperature of the liposomal phospholipid. In vivo, the release rate can vary from minutes to hours and depends on the liposome composition and location in the body.

Liposomes are in general biocompatible, cause no or very little antigenic, pyrogenic, allergic, and toxic reactions (unless contain impurities or contaminations), easily undergo biodegradation, protect the host from any undesirable effects of the encapsulated drug, and protect an entrapped drug from premature inactivation by the physiological medium. Different methods of liposomal content delivery into the cytoplasm have been elaborated. (The principal mechanisms of liposome–cell interaction are presented in Fig. 11.1.) Thus, the liposome could be rendered pH sensitive by being prepared from pH-sensitive components and, taken up by a cell, it fuses with the endovacuolar membrane under the action of lowered pH inside the endosome, destabilizing the latter and releasing the liposomal contents into the cytoplasm [38]. The method described seems to be very promising for intracellular protein drug delivery, which opens unique opportunities in enzyme therapy of diseases caused by inherited disturbances in normal functioning of intracellular enzymes, e.g. in liver cells [49, 86]. Liposomes have also been shown to fuse with microscopic pores on the cell surface appearing as a result of a natural or artificially induced ischemia [133, 134] and deliver their contents into the cell cytoplasm. Liposomes modified on the surface with cell-penetrating peptides, such as TAT-peptide [283], also deliver their cargo directly into the cytoplasm [285].

Liposomes loaded with drugs can incorporate these drugs in a variety of fashions: water-soluble drugs are entrapped in the liposomal inner aqueous space (and, in case of multilamellar liposomes, into the aqueous space between bilayers), while less soluble drugs may be incorporated in the phospholipid membrane (see Fig. 11.2).

In vivo, liposomes are rapidly eliminated from the systemic circulation by cells of the mononuclear phagocyte system (MPS), first of all by Kupffer cells of the liver [244]. Many studies have shown that within the first 15–30 min after intravenous administration of liposomes, between 50 and 80% of the dose is adsorbed by the cells of MPS.

Clinical applications of liposomes are multiple and well known (see some examples in Table 11.1). Doxorubicin in polyethylene glycol(PEG)-coated liposomes was successfully used for the treatment of solid tumors in patients with breast carcinoma metastases, since such preparation significantly reduced cardiac toxicity of doxorubicin [195, 211, 261]. The same set of indications was targeted by combination therapy involving liposomal doxorubicin and paclitaxel [240] or Doxil/Caelyx® (doxorubicin in PEG-liposomes) and carboplatin [83]. Caelyx® is also approved for the treatment of ovarian cancer and is in a Phase II study for patients with squamous cell cancer of the head and neck [102, 121]. Clinical trials
Fig. 11.2  Attachment of various modifiers to the liposome surface. 

<table>
<thead>
<tr>
<th>Active drug (and product name for liposomal preparation where available)</th>
<th>Indications</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daunorubicin (DaunoXome)</td>
<td>Kaposi’s sarcoma</td>
<td>[39]</td>
</tr>
<tr>
<td>Doxorubicin (Mycet)</td>
<td>Combinational therapy of ovarian cancer</td>
<td>[2, 14]</td>
</tr>
<tr>
<td>Doxorubicin in PEG-liposomes</td>
<td>Refractory Kaposi’s sarcoma</td>
<td>[39, 71]</td>
</tr>
<tr>
<td>Annamycin</td>
<td>Doxorubicin-resistant tumors</td>
<td>[24]</td>
</tr>
<tr>
<td>Amphotericin B (AmBisome)</td>
<td>Fungal infections</td>
<td>[154]</td>
</tr>
<tr>
<td>Cytarabine (DepoCyt)</td>
<td>Lymphomatous meningitis</td>
<td>[18]</td>
</tr>
<tr>
<td>Vincristine (Onco TCS)</td>
<td>Non-Hodgkin’s lymphoma</td>
<td>[233]</td>
</tr>
<tr>
<td>Lurtotecan (NX211)</td>
<td>Ovarian cancer</td>
<td>[44]</td>
</tr>
<tr>
<td>Nystatin (Nyotran)</td>
<td>Topical anti-fungal agent</td>
<td>[95]</td>
</tr>
<tr>
<td>All-trans retinoic acid (Altragen)</td>
<td>Acute promyelocytic leukemia; non-Hodgkin’s; Kaposi’s sarcoma</td>
<td>[23, 294]</td>
</tr>
<tr>
<td>Cytarabine/Daunorubicin (CPX-351)</td>
<td>Leukemia</td>
<td>[272]</td>
</tr>
<tr>
<td>Platinum compounds (Aroplatin)</td>
<td>Solid tumors</td>
<td>[52]</td>
</tr>
<tr>
<td>Cisplatin</td>
<td>Germ cell cancers, small-cell lung carcinoma</td>
<td>[119, 138]</td>
</tr>
<tr>
<td>Photosensitizers</td>
<td>Photodynamic therapy of skin cancer</td>
<td>[17]</td>
</tr>
<tr>
<td>E1A gene</td>
<td>Various tumors</td>
<td>[325]</td>
</tr>
<tr>
<td>DNA plasmid encoding HLA-B7 and β2 microglobulin (Allovectin-7)</td>
<td>Metastatic melanoma</td>
<td>[84]</td>
</tr>
<tr>
<td>Liposomes for various drugs and BLP 25 vaccine Stimuvax®</td>
<td>Broad applications</td>
<td>[322, 332]</td>
</tr>
<tr>
<td></td>
<td>Nonsmall-cell lung cancer vaccine</td>
<td>[230]</td>
</tr>
</tbody>
</table>
showed the impressive effect of doxorubicin in PEG-liposomes against unresectable hepatocellular carcinoma [237], cutaneous T-cell lymphoma [313], and sarcoma [250]. See also the recent review on the successful use of Caelyx® in the treatment of ovarian cancer in [210]. Liposomal lurtotecan was found to be effective in patients with topotecan resistant ovarian cancer [242]. Among other indications, one may notice the use of the liposomal amphotericin B for the treatment of visceral leishmaniasis [260] and long acting analgesia with liposomal bupivacaine in healthy volunteers [87].

11.2 Liposomes In Vivo: Achievements and Problems

As was said, liposomes are eliminated from the blood by the cells of the MPS, primarily in the liver. Liposomes of larger size are captured by MPS organs faster, and the preparations intended for clinical application are based on SUVs, although their longevity is also not very high. To increase liposomal drug accumulation in the desired areas, the use of targeted liposomes with surface-attached ligands capable of recognition and binding to cells of interest was attempted (see Fig. 11.2). Antibodies (immunoglobulins of the IgG class) and their fragments, which are the most widely used targeting moieties for liposomes, can be attached to liposomes without affecting liposomes’ integrity or antibody properties, by covalent binding to the liposome surface or by the insertion into the liposomal membrane upon premodification with hydrophobic residues [277].

Long-circulating liposomes. It has been clearly demonstrated that liposomes, similar to macromolecules and other nanoparticles, are capable of accumulating in various pathological areas with compromised vasculature (such as tumor, infarcts, and inflammations) via the so-called enhanced permeability and retention (EPR) effect [175, 326]. Thus, the longer circulation of liposomes should enhance this means of target accumulation, allowing for more passages through the target region and longer time for accumulation. Different methods have been suggested to achieve long circulation of liposomes in vivo, including coating the liposome surface with inert, biocompatible polymers, such as PEG. One of the hypotheses explaining the prolonged circulation of PEGylated liposomes was that PEG forms a protective layer over the liposome surface and slows down liposome recognition by opsonins and subsequent clearance [19, 143], see Fig. 11.2. Alternatively, PEG may prevent liposome-cell interaction and thus slow down the capture of liposomes by cells.

Doxorubicin, incorporated into long-circulating PEGylated liposomes (Doxil®) demonstrates good activity in EPR-based tumor therapy and strongly diminishes the toxic side effects (cardiotoxicity) of the original drug [80]. Evidently, long-circulating liposomes can be easily adapted for the delivery of various pharmaceuticals to tumor and other “leaky” areas. It should be mentioned however, that some recent evidence shows that PEG-liposomes, previously considered to be biologically inert, still can induce certain side reactions via activation of the complement system [187, 188].
Long circulating liposomes are now investigated in detail and widely used in biomedical in vitro and in vivo studies and have also found their way into clinical practice [80, 155]. Long circulating liposomes demonstrate dose independent, nonsaturable, log linear kinetics, and increased bioavailability [5]. Attempts have been made to attach PEG to the liposome surface in a removable fashion to facilitate liposome capture by the cell after PEG-liposomes accumulate in target site via the EPR effect [175], and PEG coating is detached under the action of local conditions (e.g. decreased pH in tumors). New detachable PEG conjugates are described in [328], where the detachment process is based on mild thiolysis of the dithiobenzylurethane linkage between PEG and an amino-containing substrate, such as PE. Low pH-degradable PEG-lipid conjugates based on the hydrazone linkage between PEG and lipid have also been described [125, 235].

Although PEG remains the gold standard in liposome steric protection, attempts continue to identify other polymers that could be used to prepare long circulating liposomes. Earlier studies with various water soluble flexible polymers have been summarized [288, 314]. More recent papers describe long-circulating liposomes prepared using poly(N-(2-hydroxypropyl)methacrylamide)) [312], poly-N-vinylpyrrolidones [286], amino acid-based biodegradable polymer–lipid conjugates [185], and polyvinyl alcohol [267].

**Targeting of long-circulating liposomes.** Further development of liposomal carriers has involved attempts to combine the properties of long-circulating liposomes and targeted liposomes in one preparation, since longevity should also allow for the better interaction of targeted liposomes with the target [1, 20, 282]. Currently, various advanced technologies for the preparation of targeted long-circulating liposomes are used, and the targeting moiety is usually attached above the protecting polymer layer, to minimize the steric hindrances for the interaction with the target, by coupling it with the distal water-exposed terminus of a liposome-grafted polymer molecule [20, 101, 284], see Fig. 11.2.

Multiple studies in this direction relate to cancer targeting, which utilizes a variety of monoclonal antibodies. Internalizing antibodies are required to achieve an improved therapeutic efficacy of antibody-targeted liposomal drugs, as was shown using B-lymphoma cells and internalizable epitopes (CD19) [231]. An interesting concept was developed to target HER2-The overexpressing tumors using anti-HER2 liposomes [205]. Antibody CC52 against rat colon adenocarcinoma CC531 attached to PEGylated liposomes provided specific accumulation of liposomes in a rat model of metastatic CC531 [127]. Nucleosome specific antibodies capable of recognition of various tumor cells via tumor cell surface bound nucleosomes improved Doxil® targeting to tumor cells and increased its cytotoxicity [59, 172]. The same 2C5 antibody successfully targeted doxorubicin loaded PEGylated liposomes into human brain U-87 tumor intracranial xenograft in nude mice and significantly enhanced the therapeutic outcome [98]. The general applicability of doxorubicin loaded PEGylated liposomes modified with 2C5 antibody for the successful treatment of various experimental tumors, including highly metastatic ones in mice, has been confirmed in a set of recent experiments [62, 63]. GD2-targeted immunoliposomes with the novel
antitumor drug, fenretinide, inducing apoptosis in neuroblastoma and melanoma cell lines, demonstrated strong antineuroblastoma activity both in vitro and in vivo in mice [215]. EGFR-overexpressing colorectal tumor cells were effectively targeted with liposomes bearing Fab\(^\text{0}\) from humanized anti-EGFR monoclonal antibody [177, 178]. Anti-P-selecting antibody modified liposomes were shown to target the areas of inflammation after an acute myocardial infarction and can delivery pro-angiogenic drugs to this area [241]. The combination of a targeting antibody and an endosome disruptive peptide on the same liposome has been shown to improve the cytosolic delivery of liposomal drug and its cytotoxicity. For example, diphtheria toxin A chain incorporated together with the pH-dependent fusogenic peptide diINF-7 into liposomes was specifically active against ovarian carcinoma [182]. (See some examples of antibody targeted liposomes used for tumor targeting in Table 11.2.)

Transferrin (Tf) receptors (TfR) are overexpressed on the surface of many tumor cells, and antibodies against TfR as well as Tf itself are among promising ligands for liposome targeting to tumors [105]. Coupling of Tf to PEG on PEGylated liposomes is used to combine longevity and targetability for drug delivery into solid tumors [116], including delivery of hypericin for photodynamic therapy [46, 81] and intracellular delivery of cisplatin [115]. Increase in the expression of the TfR was also discovered in postischemic cerebral endothelium and used to deliver Tf-modified PEG-liposomes to postischemic brain in rats [196]. Tf [123] as well as anti-TfR antibodies [271, 318] were also used to facilitate gene delivery into cells by cationic liposomes. Immunoliposomes with OX26 monoclonal antibody to the rat TfR concentrate on brain microvascular endothelium [112]. Targeting tumors with folate modified liposomes also represents a popular approach, since folate receptor (FR) is frequently overexpressed in tumor cells [79, 169]. Early studies demonstrated the possibility of delivery of macromolecules [160] and liposomes [162] into living cells utilizing FR endocytosis, which could bypass multidrug resistance. Liposomal daunorubicin [192], doxorubicin [201], and 5-fluorouracil [99] were delivered into tumor cells in vitro and in vivo via FR and demonstrated increased cytotoxicity. The application of folate modified doxorubicin loaded liposomes for the treatment of acute myelogenous leukemia was combined with the induction of FR using all-trans retinoic acid [202]. Folate targeted liposomes have been suggested as delivery vehicles for boron neutron capture therapy [256] and used also for targeting tumors with haptenes for tumor immunotherapy [170]. Within the frame of gene therapy, folate targeted liposomes were utilized for both gene targeting to tumor cells [217] as well as for targeting tumors with antisense oligonucleotides [159].

PEG-liposomes were also targeted by RGD peptides to integrins of tumor vasculature and, being loaded with doxorubicin, demonstrated increased efficiency against C26 colon carcinoma in mice [236]. Epidermal growth factor receptor (EGFR)-targeted immunoliposomes were specifically delivered to variety of tumor cells overexpressing EGFR [176]. Mitomycin C in long-circulating hyaluronan-targeted liposomes increases its activity against tumors that over-express hyaluronan receptors [209]. Cisplatin-loaded liposomes specifically binding chondroitin sulfate overexpressed in many tumor cells were used for successful
Table 11.2  Examples of antibodies (or their fragments) used to target liposomal anticancer drugs to tumors

<table>
<thead>
<tr>
<th>Targeting agent</th>
<th>Drug</th>
<th>Model</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recombinant human anti-HER2-Fab' or scFv</td>
<td>Doxorubicin</td>
<td>HER2-overexpressing human breast cancer</td>
<td>[204]</td>
</tr>
<tr>
<td>Anti-HER2</td>
<td>Paclitaxel</td>
<td>HER2-overexpressing human breast cancer</td>
<td>[321]</td>
</tr>
<tr>
<td>Anti-HER2 Fab' or scFv</td>
<td>–</td>
<td>Human breast BT-474</td>
<td>[139, 140]</td>
</tr>
<tr>
<td>Anti-GD2 and anti-GD2-Fab'</td>
<td>Doxorubicin</td>
<td>Human neuroblastoma</td>
<td>[206]</td>
</tr>
<tr>
<td>Anti GD2</td>
<td>Fenretinide</td>
<td>Human melanoma</td>
<td>[199]</td>
</tr>
<tr>
<td>Anti-nucleosome 2C5 mAb</td>
<td>Doxorubicin</td>
<td>Murine LLC, 4T1, C26</td>
<td>[58]</td>
</tr>
<tr>
<td>Anti-nucleosome 2C5 mAb</td>
<td>Doxorubicin</td>
<td>Human BT-20, MCF-7, PC3</td>
<td>[59, 172]; [61]</td>
</tr>
<tr>
<td>Anti-hu CEA 21B2 and anti-hu CEA 21B2 Fab'</td>
<td>Doxorubicin</td>
<td>CEA-positive human gastric cancer, MKN45</td>
<td>[181]</td>
</tr>
<tr>
<td>AntiCD19</td>
<td>Doxorubicin</td>
<td>Namala hu-B-cell lymphoma</td>
<td>[6, 167, 232]; [33, 34, 168]</td>
</tr>
<tr>
<td>Anti-β1-integrin Fab'</td>
<td>Doxorubicin</td>
<td>Human non-small cell lung carcinoma</td>
<td>[259]</td>
</tr>
<tr>
<td>CC52</td>
<td>Floxuridine (analog)</td>
<td>Rat colon carcinoma</td>
<td>[146]</td>
</tr>
<tr>
<td>Anti-idiotype mAb, S5A8</td>
<td>Doxorubicin</td>
<td>Murine D-cell lymphoma</td>
<td>[292]</td>
</tr>
<tr>
<td>Anti-human E-selectin</td>
<td>–</td>
<td>Activated human endothelial cells</td>
<td>[132]</td>
</tr>
<tr>
<td>Anti-ganglioside</td>
<td>Doxorubicin</td>
<td>B16BL6 mouse melanoma and HRT-18 human colorectal adenocarcinoma</td>
<td>[189]</td>
</tr>
<tr>
<td>G\textsubscript{M3}(DH2) or anti-L\textsuperscript{Ex}(SH1)</td>
<td>Fluorodeoxyuridylate (analog)</td>
<td>In vitro Caco-2 cells and In vivo murine F9 teratocarcinoma</td>
<td>[180]</td>
</tr>
<tr>
<td>Anti-ED-B scFv</td>
<td>Doxorubicin</td>
<td>Human HT1080 fibrosarcoma</td>
<td>[9, 104]</td>
</tr>
<tr>
<td>Anti-MT1-MMP-Fab'</td>
<td>Doxorubicin</td>
<td>Human MDA-MB-468</td>
<td>[177]</td>
</tr>
<tr>
<td>C225 mAb or Fab'</td>
<td>Doxorubicin</td>
<td>Adenocarcinoma, U87 glioblastoma</td>
<td>[238]</td>
</tr>
<tr>
<td>OX26 mAb</td>
<td>Daunomycin</td>
<td>RBE4 brain capillary cells, biodistribution</td>
<td>[238]</td>
</tr>
<tr>
<td>Anti-Thy-1.1 OX7 mAb</td>
<td>Doxorubicin</td>
<td>Rat mesangial cells, biodistribution</td>
<td>[296]</td>
</tr>
<tr>
<td>Anti CD74 LL1</td>
<td>Doxorubicin</td>
<td>Raji human B-lymphoma</td>
<td>[173]</td>
</tr>
<tr>
<td>chTNT</td>
<td>Doxorubicin</td>
<td>Human non-small lung carcinoma H460</td>
<td>[200]</td>
</tr>
</tbody>
</table>
suppression of tumor growth and metastases in vivo [161]. Tumor selective targeting of PEGylated liposomes was also achieved by grafting these liposomes with basic fibroblast growth factor-binding peptide [274].

Recently, attempts have been made to target liposomes and other pharmaceutical nanocarriers to cancer cells by residues of ascorbic acid attached to the liposome surface [42]. Another recent approach suggests the use of phage coat fusion proteins as targeting ligands for liposomes, purified from phage preparations specifically selected against target cells and incorporated into the liposome membrane via the hydrophobic fragment of the protein [118]. If successful, such an approach can substitute expensive and unstable monoclonal antibodies with cheap, stable, and easy to prepare phage proteins.

In general, the conjugation methodology for attaching specific ligands to the liposome surface is based on several chemical reactions, which are efficient and selective: reaction between activated carboxyl groups and amino groups yielding an amide bond; reaction between pyridyldithiols and thiols yielding disulfide bonds; and reaction between maleimide derivatives and thiols yielding thioether bonds. Other approaches also exist, for example, yielding the carbamate bond via the reaction of p-nitrophenylcarbonyl- and amino groups [284] (review in [144, 290]). Several recent reviews [251, 252, 276] cover a broad variety of aspects relating to the use of antibody-modified liposome for cancer chemotherapy.

One has to note here that despite a sufficient number of successful experiments with targeting PEGylated liposomes using various specific ligands, certain problems exist complicating this approach. First, in general, the attachment of various ligands, such as whole antibody molecules, to PEG-liposomes can significantly affect the longevity of the final preparation, and the optimal composition should be searched for in each individual case, allowing for good targeting and sufficiently long liposome circulation. Second, keeping in mind the adjuvant properties of liposomes, ligands attached to PEG-liposomes could present an immunological problem and each such preparation should be thoroughly checked in this respect. Third, the possibility of a by-stander effect should be always taken into account. All of these problems hinder clinical application of targeted long-circulating liposomes as pharmaceutical drug carriers, although multiple efforts aim to overcome them.

**Bringing liposomes inside cells.** In many cases, drug loaded liposomes should bring the drug inside cells and allow for its release from the endosomes into cell cytoplasm to escape the lysosomal degradation. To achieve this, the liposome could be made pH-sensitive, i.e. made of pH-sensitive components and, after being endocytosed, it interacts with the endovacuolar membrane under the action of lowered pH inside the endosome, releasing its content into the cytoplasm [129] (Fig. 11.1). Long circulating PEGylated pH-sensitive liposomes, although having a decreased pH-sensitivity, still effectively deliver their contents into cytoplasm (recent review in [247]). Antisense oligos could be delivered into cells by anionic pH-sensitive PE-containing liposomes, which are stable in blood, but undergo a phase transition at acidic endosomal pH and facilitate release of the oligo into cell cytoplasm [69].
pH-sensitive liposomal additives were described containing oleyl alcohol [258] and mono-stearoyl derivative of morpholine [8]. Serum stable, long-circulating PEGylated pH-sensitive liposomes were prepared using the combination of PEG and pH-sensitive terminally alkylated copolymer of N-isopropylacrylamide and methacrylic acid [221]. The combination of liposome pH-sensitivity and specific ligand targeting for cytosolic drug delivery was described for both folate and Tf-targeted liposomes [124, 297]. Liposomes that can carry on their surface multiple functionalities, such as a targeting ligand and a residue of a cell penetrating peptide allowing for an effective intracellular delivery, and that demonstrate different properties depending on the specific conditions of surrounding tissues (e.g. lowered pH in tumors), have also been described [125, 126, 235].

Another approach to intracellular drug delivery is based on the use of certain viral proteins demonstrating a unique ability to penetrate into cells (“protein transduction” phenomenon). Recent data assume more than one mechanism for cell penetrating peptides and proteins (CPP) and CPP-mediated intracellular delivery of various molecules and particles. TAT-mediated intracellular delivery of large molecules and nanoparticles was proved to proceed via energy dependent macropinocytosis with subsequent enhanced escape from endosome into the cell cytoplasm [309], while individual CPPs or CPP-conjugated small molecules penetrate cells via electrostatic interactions and hydrogen bonding and do not seem to depend on energy [220]. It was demonstrated that relatively large particles, such as liposomes, could be delivered into various cells by multiple TAT-peptide or other CPP molecules attached to the liposome surface [85, 287, 293]. Complexes of TAT–peptide–liposomes with a plasmid (plasmid pEGFP-N1 encoding for the Green Fluorescence Protein, GFP) were used for successful in vitro transfection of various tumor and normal cells as well as for in vivo transfection of tumor cells in mice bearing Lewis lung carcinoma [285]. TAT-peptide liposomes have also been successfully used for transfection of intracranial tumor cell in mice via intracarotid injection [97].

An interesting example of intracellular targeting of liposomes was described recently, where liposomes containing in their membrane mitochondriotropic amphiphilic cations with delocalized positive charge, were shown to specifically target mitochondria in intact cells [21, 22, 208].

11.3 Administration Routes for Liposome-Based Preparations

Liposomes as a dosage form allow for a broad variety of administration routes, each having its own limitations. Some aspects of parenteral (intravenous) administration have been already discussed. Oral administration requires high liposome stability and drug loaded liposome delivery from the gut to the blood with subsequent drug release [219]. Chitosan coated insulin liposomes were shown to cause hypoglycemic effect in mice upon oral administration [316]. A hypocalcemic
effect of liposomal salmon calcitonin upon oral administration was also demonstrated [320]. Liposomes containing gangliosides GM1 and GM type III can survive the GI tract [266]. PEG coated liposomes were used for oral delivery of recombinant human epidermal growth factor for gastric ulcer healing [163]. PEG-liposomes are also considered for oral vaccines – ovalbumin in PEG-coated liposomes induces the best mucosal immune response of all carriers tested [186].

After liposome drying methods were developed [299], aerosolized liposomal preparations were suggested for lung delivery. Thus, a combined aerosol of liposomal paclitaxel and cyclosporin A gives better results in the treatment of pulmonary metastases of renal cell carcinoma in mice than each preparation alone [148]. Spray dried powder formulations of liposomes and disaccharides were used as carriers for superoxide dismutase [165]. Improved delivery of rifampicin by aerosolized liposomes to alveolar macrophages could be useful in the treatment of tuberculosis [308]. Aerosolized liposomal budesonide was effective against experimental asthma in mice [145]. Aerosols of liposomal 9-nitrocamptothecin were nontoxic and efficiently treated melanoma and osteosarcoma lung metastases in mice [82]. Liposomal paclitaxel in aerosol effectively treated pulmonary metastases in murine renal carcinoma model [149]. Nebulization was recently suggested to deliver liposomal aerosols [48]. In this particular case, a dispersion of a physical mixture of drugs and phospholipids in saline, which spontaneously formed liposomes with the drug inside, was used. Liposomes for drug delivery to the lungs by nebulization have also been described [329].

Over the years, topical delivery of liposomes was tried for different purposes and in different models [28]. In general, liposomes were found to increase skin penetration of many hydrophilic substances [304]. Highly flexible liposomes, Transferosomes that follow the transepidermal water activity gradient in the skin have been proposed; diclofenac in Transferosomes demonstrated good results when tested in mice, rats, and pigs [29–31]. Deformable liposomes have also been used for skin delivery of ketotifen [64, 65]. The concept of increased deformability of transdermal liposomes was supported by the results of transdermal delivery of pergolide in liposomes, where elastic vesicles were shown to be more efficient [110]. The combination of liposomes and iontophoresis for transdermal delivery also yielded promising results [307].

Because subcutaneous administration of liposomes results in their uptake by draining lymphatic capillaries at the injection site, and because active capture of liposomes by macrophages occurs in regional lymph nodes, plain and ligand targeted liposomes were suggested as good means to target lymphatics for therapeutic and diagnostic applications after subcutaneous administration [198]. Liposomes have been used for lymphatic delivery of methotrexate [137] and for magnetic resonance imaging, using gadolinium (Gd) loaded liposomes [78]. An interesting example of a new approach is a combination of radiofrequency tumor ablation with intravenous liposomal doxorubicin, which resulted in better tumor accumulation of liposomes and increased necrosis in tumors [3, 4].

Liposomes loaded with various drugs and decorated with various targeting moieties, such as sugar residues, have also been utilized for nasal [51] and ocular [27, 50, 106] drug delivery.
According to [41], the following quality control assays should be applied to liposomal formulations for use in humans:

- Basic characterization assays, such as pH; osmolarity; trapped volume; phospholipid concentration; phospholipid composition; phospholipid acyl chain composition; cholesterol concentration; active compound concentration; residual organic solvents and heavy metals; active compound/phospholipid ratio; and proton or ion gradient before and after remote loading.
- Physical characterization assays, such as appearance; vesicle size distribution; submicron range; micron range; electrical surface potential and surface pH; zeta potential; thermotropic behavior, phase transition, and phase separation; and percentage of free drug.
- Chemical stability assays, such as phospholipid hydrolysis; nonesterified fatty acid concentration; phospholipid acyl chain autoxidation; cholesterol autoxidation; and active compound degradation.
- Microbiological assays, such as sterility; and pyrogenicity (endotoxin level).

### 11.4 A Special Case of Liposomal Peptide and Protein Drugs

Proteins and peptides intended as therapeutic agents often demonstrate low biological stability. Processes inactivating various biologically active proteins and peptides in vivo include: conformational protein transformation into inactive form under the action of temperature, pH, high salt concentration, or detergents; dissociation of protein subunits or, in case of enzymes, enzyme–cofactor complexes, or association of protein or peptide molecules with formation of inactive associates; noncovalent complexation with ions or low molecular weight and high molecular weight compounds; proteolytic degradation under the action of endogenous proteases. Rapid elimination and widespread distribution into nontargeted organs and tissues requires administration of a protein or peptide drug in large quantities, which is often not economical and sometimes complicated due to nonspecific toxicity. Another very important factor is the immune response of the macroorganism to foreign proteins containing different antigenic determinants.

One of the technologies to improve pharmacological properties of proteins and peptides is their incorporation into liposomes (see schematics in Fig. 11.3). Liposomal forms of various enzymes have been prepared and investigated: glucose oxidase, glucose-6-phosphate dehydrogenase, hexokinase, β-galactosidase, β-glucuronidase, glucocerebrosidase, α-mannosidase, amiloglucosidase, hexoseaminidase A, peroxidase, β-D-fructofuranosidase, neuraminidase, superoxide dismutase, catalase, asparaginase, cytochrome oxidase, ATPase, dextransase, as well as many other enzymes from different sources (see recent review in [281]).

From the clinical point of view, the potential ability of liposome encapsulated enzymes to enter the cytoplasm or lysosomes of live cells is of primary importance
for the treatment of inherited diseases caused by abnormal functioning of some intracellular enzymes, especially in the liver and CNS cells. The use of liposome-immobilized enzymes instead of their native precursors opens new opportunities for enzyme therapy [88, 91] especially in the treatment of diseases localized in liver cells that are natural targets for liposomes. Thus, the biodistribution of liposomes made of phosphatidylcholine, phosphatic acid and cholesterol, and containing β-fructofuranosidase, has been studied [93]. It was shown that after 6 h, 45% of the enzyme activity accumulated in the liver. The enzyme preserves its activity for a long time – 25% of the administered activity can be found in the liver after 48 h. Similar data have been obtained for intravenously administered liposome encapsulated α-mannosidase [207] and neuraminidase [92].

β-Glucuronidase in charged liposomes composed mainly from phosphatidylcholine dipalmitoyl, also demonstrated fast accumulation in the liver of experimental mice. The enzyme remained active more than a week, associated with the lysosomes of liver cells [255]. Rats with dextran overloaded livers treated with liposome immobilized dextranase (intravenous injection) demonstrated a decrease in the dextran content by 70% in 2 days [37]. The ability of liposome immobilized β-galactosidase to degrade GM₁-ganglioside in lysosomes of feline fibroblasts with pathological accumulation of this substrate, has been demonstrated [218]. The native enzyme was unable to penetrate cells. β-galactosidase containing liposomes administered as a single injection, after preliminary injection of liposomes with galactocerebroside into experimental mice, causes the break-down of 70–80% of intracellular galactocerebroside [298].

An increase in the circulation half life of liposomal L-asparaginase and a decrease in its antigenicity and susceptibility toward proteolytic degradation, together with an increase in the efficacy of experimental tumor therapy in mice have been shown [72]. Use of the liposome encapsulated asparaginase improves survival of animals with P1534 tumors compared to free enzyme. It is also important that encapsulation into liposomes prevents the production
of antiasparaginase antibodies. Palmitoyl-L-asparaginase was also incorporated into liposomes and demonstrated prolonged persistence in blood by almost tenfold, decrease in acute toxicity, and improved antitumor activity in vivo [122].

Liposome entrapped SOD reduces ischemia–reperfusion oxidative stress in gerbil brain upon intraperitoneal bolus injection by increasing enzyme activity and decreasing membrane peroxidation in various regions of the brain [253]. Liposomes can also be used for transmembrane intracellular delivery of superoxide dismutase and catalase [75, 76]. This is extremely important for the elimination of oxygen derived free radicals inside cells, as their increased generation causes the toxic effect of ischemia on endothelial and many other cells. Spray-dried powder formulations of the active SOD in DPPC liposomes mixed with disaccharides have been recently described [165]. Experimental thrombolytic therapy with liposome incorporated tissue-type plasminogen activator in rabbits with jugular vein thrombosis clearly demonstrated the benefits of the liposomal enzyme over the native one: significantly lower dose of the liposomal enzyme was required to provide the same degree of lysis [109]. A recent review [60] describes a variety of application of liposomes for the delivery of antithrombotic drugs.

The use of liposomes for the transfer of therapeutic enzymes through the “blood–brain” barrier, which permits delivery of these enzymes into cells of the central nervous system, also seems very attractive. It has been already shown that horse radish peroxidase, encapsulated into liposomes made of phosphatidylcholine, cholesterol, and phosphatidic acid acquires the ability to cross the hematooencephalic barrier, whereas the native enzyme cannot. The presence of peroxidase in brain cells was proved by histochemical methods [319]. The same authors have shown that after injection of the liposomal glucose oxidase into rat tail vein, up to 5% of the enzymatic activity can be discovered in brain tissues [190].

Antibody directed enzyme prodrug therapy (ADEPT) allows for specific generation of active cytotoxic molecules from their prodrugs in the vicinity of tumor cells. For this purpose, a conjugate of a tumor specific antibody with an enzyme responsible for the conversion of a prodrug into the active drug is targeted toward tumor, accumulates there, and converts inactive prodrug into a cytotoxic molecule right at the site of its action [13, 45, 245]. In order to increase the efficiency of the required enzyme in the tumor, it was suggested to use immunoliposomes loaded with the required enzyme (immuno-enzymosomes) [74, 257]. Experiments have been performed with tumor-specific liposomes bearing β-glucuronidase capable of activating anthracycline prodrugs [257, 306].

Eventually, it was found that encapsulation into liposomes could affect certain properties of enzymes or even cause certain undesirable side effects. Thus, liposomal DNAase I can provoke neoplastic transformation in embryonic Syrian hamster cells in culture [327]. It was also shown that the liposomal membrane can influence catalytic properties of the liposome-immobilized β-D-galactoside 2→3 sialyltransferase [311]. The probability of similar effects should always be taken into account with liposome-immobilized enzymes (especially, membrane enzymes). Special attention has also been paid to the immunological properties of liposome-immobilized enzymes. The ability of liposomes to demonstrate in some
cases adjuvant properties is already well known; see further. The authors of [111]
demonstrated the possibility of enhanced immune response development in mice
receiving intravenously administered liposomes with immobilized bovine \( \beta \)-glucu-
ronidase, despite the expected protection of the intraliposomal enzyme from contact
with immunocompetent cells.

An attempt to improve the bioavailability of the oral liposomal insulin by
coating insulin containing liposomes with chitosan for better mucoadhesion in the
GI tract turned out to be successful in rats and resulted in an efficient and long-
lasting lowering of glucose level [269]. Similar results have been also obtained with
insulin-containing liposomes coated with PEG or mucin [117], and were explained
by better interaction of polymer coated liposomes with the mucus layer and better
retention of insulin under aggressive conditions of the stomach and GI (general
issues associated with the preparation of the liposomal dosage form with improved
mucoadhesion for oral and pulmonary administration of peptide drugs have been
reviewed in [268]). The efficiency of the oral administration of the liposomal
insulin in liposomes of different phospholipid composition was also confirmed
[141]. However, high variability of effects following oral administration of the
liposomal insulin still represents a challenge. Buccal delivery of liposomal insulin,
which showed encouraging results in rabbit experiments [323], might represent an
interesting alternative.

Incorporation of recombinant interleukin-2 into liposomes increased its blood
circulation time by eightfold [128]. Liposomal preparations of GM-CSF and TNF-
alpha demonstrated improved pharmacokinetics and biological activity on the
background of reduced toxicity in mice [131]. Liposomal muramyl tripeptide was
successfully used in patients with relapsed osteosarcoma [142]. Mannosilated
liposomes with muramyl dipeptide significantly inhibited liver metastases in
tumor-bearing mice [197]. PEG-coated liposomes have also been proposed for
oral delivery of recombinant human epidermal growth factor [163]. Liposomal
delivery of the peptide inhibitor of the transcription factor nuclear factor-kappaB
was shown to significantly inhibit proliferation of vascular smooth muscle
cells [243]. Liposomal recombinant human TNF strongly suppressed parasitemia and
protects against Plasmodium berghei k173-induced experimental cerebral
malaria in mice [214]. The possibility of the topical delivery of liposomal interferon
was considered [55] and the details of dermal penetration of liposomal gamma-
interferon, highlighting the key role of the transfollicular route, were investigated
[54]. Topical delivery growth hormone-releasing peptide in mice was suggested
[73]; such liposomes for peptide delivery may be further improved by modification
with hyaluronic acid, which increases their bioadhesion [324]. Topical delivery
of liposomal enkephalin has also been demonstrated [307]. Antimicrobial and
antiendotoxin cationic peptide, CM3, incorporated into liposomes was suggested
for aerosol delivery, and corresponding models describing its potential distribution
in lungs of patients with different breathing patterns have been developed [153].
Liposomes with calcitonin have been developed for intranasal delivery [158].

Natural hemoglobin was incorporated into liposomes of different compositions
(hemosomes). It was shown that the maximal quantity of hemoglobin obtained
from lysed erythrocytes incorporated into negatively charged liposomes [263]. The authors of [130] have stabilized hemosomes with carboxymethylchitin. Stabilized hemosomes bind oxygen in the same way as human blood hemolysates. Acute toxicity of hemosomes was moderate – in mice, the LD₅₀ was 13.8 ml hemosomes per kg weight. Polymerizable liposomes [107, 295] have also been used for hemosome preparation. Stable polymerized hemosomes are capable of reversible binding of molecular oxygen in physiological conditions even at high flow rates [295]. Incorporation of allosteric effectors into hemosomes permits almost quantitative conversion of immobilized hemoglobin into the oxy-form [107]. To make long circulating hemosomes, technology of PEG postinsertion was developed, in which the resulting liposomes do not lose any hemoglobin and circulate longer in rabbits [11]. PEGylated liposomal hemoglobin was found to be stable upon storage for 1 year even at room temperature [227], and circulate long in rabbits when labeled with ⁹⁹ᵐTc (half clearance time of 48 h) [212]. Good microvascular perfusion was achieved with liposomal hemoglobin in hamsters [228]. Hemoglobin vesicles suspended in recombinant human serum albumin helped treat hemorrhagic shock in rats [226]. However, some side effects were found for PEG-hemosomes. Thus, they are phagocytosed by human peripheral blood monocytes and macrophages via the

<table>
<thead>
<tr>
<th>Table 11.3 Some examples of proteins and peptides in liposomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protein/peptide</td>
</tr>
<tr>
<td>β-Fructofuranosidase</td>
</tr>
<tr>
<td>α-Mannosidase</td>
</tr>
<tr>
<td>Neuraminidase</td>
</tr>
<tr>
<td>β-Glucorunidase</td>
</tr>
<tr>
<td>Dextranase</td>
</tr>
<tr>
<td>β-Galactosidase</td>
</tr>
<tr>
<td>l-Asparaginase</td>
</tr>
<tr>
<td>SOD</td>
</tr>
<tr>
<td>Catalase</td>
</tr>
<tr>
<td>Tissue-type plasminogen activator</td>
</tr>
<tr>
<td>Horse radish peroxidase</td>
</tr>
<tr>
<td>Glucose oxidase</td>
</tr>
<tr>
<td>Insulin</td>
</tr>
<tr>
<td>Interleukin-2</td>
</tr>
<tr>
<td>GM-CSF</td>
</tr>
<tr>
<td>TNF-α</td>
</tr>
<tr>
<td>Muramyl tripeptid</td>
</tr>
<tr>
<td>Human epidermal growth factor</td>
</tr>
<tr>
<td>Interferon</td>
</tr>
<tr>
<td>Growth hormone-releasing peptide</td>
</tr>
<tr>
<td>Enkephalin</td>
</tr>
<tr>
<td>Cationic peptide CM3</td>
</tr>
<tr>
<td>Calcitonin</td>
</tr>
<tr>
<td>Hemoglobin</td>
</tr>
<tr>
<td>Cilosporin</td>
</tr>
</tbody>
</table>
Liposomes can also cause undesirable changes in hemodynamics, including immediate hypersensitivity and cardiopulmonary distress [264]—this was shown in pigs receiving liposomal hemoglobin (complement activation related pseudo allergy). In addition, some studies show complement activation upon administration of PEGylated Hb-liposomes [262]. This certainly points to the necessity of detailed studies with protein/peptide loaded liposomes before suggesting their clinical application. Some examples of proteins and peptides loaded into liposomes are collected in Table 11.3.

11.5 Liposomes as Vehicles for Delivery of DNA and Related Materials

The use of liposomes for gene delivery is a big and well-elaborated area, which is only briefly addressed here. Although viral systems are currently the most common means for DNA delivery, nonviral systems have also been developed. Cationic lipid-based liposomes [70] are easy to prepare, reasonably cheap, and nonimmunogenic. Since many of the finer features of these delivery systems and mechanisms remain insufficiently understood, recent studies in this popular area concentrate on structure, function, structure–activity relationships, detailed mechanisms of liposome mediated gene delivery, and improved efficiency of transfection. Assembly of liposome/DNA complexes is discussed in [225]. To combine the longevity of liposomal preparations with efficient DNA delivery, precondensed DNA was encapsulated into PEGylated cationic liposomes [157]. Polycationic liposomes for gene delivery have been suggested, i.e. liposomes modified by cetylated polyethylene imine, which anchors in the membrane via cetyl residues and binds DNA via positive charges. Such liposomes demonstrate good loading with DNA and high transfection efficacy [184]. In vivo results with cationic liposome mediated gene delivery and future prospects of this technology are discussed in detail elsewhere [10, 273]. Gene transfer systems based on procationic–liposome–protamine–DNA complexes have been recently described [334]. Gene delivery into ischemic myocardium was also successfully performed by double-targeted liposomes modified by both antibody against cardiac myosin, specifically recognizing ischemic cells and TAT peptide [1].

Liposomes are also used for targeting of antisense oligonucleotides, in particular for neuroblastoma treatment, exemplified by coated cationic liposomes composed of a central core of a cationic phospholipid bound to oligonucleotide, and an outer shell of neutral lipid. Such liposomes are additionally modified with a monoclonal antibody against neuroectodermal antigens and target antigen positive cells both in vitro and in vivo [26]. Liposomes composed of ursodeoxycholic acid and cationic DOTAP effectively deliver oligonucleotides into HaCaT cells [222]. Combination of the proapoptotic peptide D-(KLAKLAK)2 and Bcl-2 antisense oligo G3139 in a single liposomal preparation resulted in a synergistic effect and improved cancer therapy in mice [B]. Reports have appeared on cationic liposome
mediated delivery of siRNA have appeared [136], in particular analyzing and comparing the i.v. and i.p. administration routes in adult mice [249]. Galactosylated cationic liposomes delivered siRNA into liver cells in mice [234]. Liposomes have also been used for intraperitoneal delivery of siRNA for therapy of advanced ovarian cancer [152]. Liposomes decorated with cell penetrating peptides appear to be a promising mean to effectively deliver siRNA inside cells and silence the target gene [330].

11.6 Liposomes as Immunological Adjuvants

Liposomes are known to be effective immunological adjuvant for various antigens (see [77, 89]). They are capable of inducing both humoral and cellular immune responses toward liposomal antigens. Liposomes with encapsulated protein or peptide antigen are phagocytosed by macrophages and eventually end up in lysosomes. There, proteins and peptides are degraded by lysosomal enzymes, and their fragments are then presented on the macrophage surface, associated with the MHCII complex. This results in stimulation of specific T-helper cells, and, via the lymphokine secretion and interaction of T cells with B cells that captured free antigen, stimulation of specific B cells and subsequent secretion of antibodies [77]. In some cases, however, a fraction of liposomal antigen can escape from endosomes into the cytoplasm (e.g. when pH-sensitive liposomes are used) and in this case the liberated antigen is processed and presented, associated with the MHCI complex, inducing cytotoxic T lymphocytes (CTL response). The ability to induce the CTL response provides liposomes with certain benefits when compared to traditional adjuvants, such as Freund’s adjuvant, which do not induce significant CTL response.

A variety of protein antigens such as diphtheria toxoid [7], hepatitis B antigens [179, 229], influenza virus antigens [57, 291], tumor associated antigens [254], and many others [89], have been incorporated into liposomes). A pronounced immunoadjuvant effect of liposomes can also be seen when proteins (enzymes) or other immunogens are bound to the outer surface of liposomal membranes [108].

Liposomal antigens have been also used to enhance the mucosal immune response. The colonic/rectal IgA response to liposomal ferritin was significantly enhanced over the response to free antigen when cholera toxin was used as adjuvant [335]. The protective efficiency of 30 kDa secretory protein of Mycobacterium tuberculosis H37Ra against tuberculosis in mice was significantly enhanced by incorporating this protein into liposomes serving as adjuvant [248]. Synthetic human MUC1 peptides, which are considered as candidates for therapeutic cancer vaccines, were incorporated into liposomes or attached to the surface of liposomes and in both cases elicited strong antigen specific T-response [96]. Formaldehyde inactivated ricin toxoid in liposomes was used for intrapulmonary vaccination to create protection against inhaled ricin with good results [94]. Liposomes incorporating cell penetrating Antennapedia homeodomain fused to a poorly immunogenic CTL epitope, increased
immunogenicity of the construct and improved immune response (activation of CD8+ T cells), evidently because of protection the antigen by liposomes [36]. Various approaches to deliver liposomal proteins to the cytoplasm and Golgi of antigen presenting cells were reviewed recently [216]. In recent developments, liposomes were successfully used for the delivery of peptide vaccines and CTL epitopes to dendritic cells (DCs), improving the immune response [35, 40]. Liposomal formulations of peptide vaccines loaded and activated DCs, leading to protective antiviral and antitumor immune responses [171]. Liposomes successfully delivered CTL epitopes to DCs [35]. A hybrid CTL epitope delivery system was also suggested consisting of Antennapedia homeodomain peptide vector in liposomes [36]. Antigen in mannosylated liposomes enhances uptake and activation of DC and increases their ability to induce primed T-cell proliferation [40]. Modification with cell penetrating TAT peptide has also improved transfection of spleen-derived antigen-presenting cells in culture [203].

Oral delivery of antigens in liposomes (ovalbumin was used as a model antigen) was shown to effectively induce oral tolerance [183].

11.7 Liposomes in Medical Imaging

Use of liposomes for the delivery of imaging agents for all imaging modalities has a long history [278]. There exist several different methods to label/load the liposome with a contrast/reporter group: (a) Label is added to liposomes during the manufacturing process, either into the aqueous interior of liposome or into the liposome membrane; (b) Label is adsorbed onto the surface of preformed liposomes; (c) Label is incorporated into the lipid bilayer of preformed liposomes; (d) Label is loaded into preformed liposomes using membrane-incorporated transporters, ion channels, or concentration gradients. In any case, the labeling procedure should be simple and efficient, the reporter group should be affordable, stable, and safe/easy to handle, and the liposomes should be stable during storage and in vivo, with no release of free label.

Liposomal contrast agents have been used for experimental diagnostic imaging of liver, spleen, brain, cardio-vascular system, tumors, inflammations and infections [278, 279]. The relative efficacy of entrapment of contrast materials into different liposomes, as well as advantages and disadvantages of various liposome types, were elucidated quite a while ago [275].

Gamma-scintigraphy and MR imaging both require a sufficient quantity of radionuclide or paramagnetic metal to be associated with the liposome. There are two possible routes to improve the efficacy of liposomes as contrast media for gamma scintigraphy and MRI: to increase the quantity of carrier associated reporter metal (such as 111In or Gd), and/or enhance signal intensity. To increase the load of liposomes with reporter metals, amphiphilic chelating polymers containing a hydrophobic block for the firm incorporation into the liposomal membrane, and a hydrophilic block with multiple chelating groups, were introduced [67, 68, 280]. The polymers easily incorporate into the liposomal membrane and sharply
increase the number of chelated Gd or In atoms attached to a single lipid anchor. In the case of MRI, metal atoms chelated into these groups are directly exposed to the water environment, which enhances the signal intensity of the paramagnetic ions and leads to the corresponding enhancement of the vesicle contrast properties. The overall performance of chelating polymer-bearing liposomes might be further improved by additional incorporation of amphiphilic PEG into the liposome membrane due to the presence of increased amount of PEG-associated water protons in the close vicinity of chelated Gd ions located on the liposomal membrane. In addition to the enhanced relaxivity, the coating of liposome surface with PEG polymer can help in avoiding contrast agent uptake in the site of injection by resident phagocytic cells. This approach resulted in efficient liposomal contrast agents for the MR imaging of the blood pool [310]. The attachment of the target specific monoclonal antibody to PEGylated liposomes loaded with multiple reporter metal moieties via the liposome-incorporated polychelating polymers could bring to life efficient and target specific contrast agents, as was shown with Gd-loaded liposomes modified with anticancer 2C5 antibody [66], Fig. 11.4. MR imaging using pH responsive contrast liposomes allowed for visualization of pathological areas with decreased pH values [166]. Contrast agent loaded liposomes were also used for in vivo monitoring of tissue pharmacokinetics of liposomal drugs in mice [305]. Sterically stabilized superparamagnetic liposomes were suggested for MR imaging and cancer therapy [213].

Because of its short half life and ideal radiation energy, $^{99m}$Tc is the most clinically attractive isotope for gamma-scintigraphy. Recently, new methods for labeling preformed glutathione-containing liposomes with various $^{99m}$Tc and $^{186}$Re complexes were developed [15, 16], which are extremely effective and result in a very stable product.
CT contrast agents (primarily, heavily iodinated organic compounds) have been included in the inner water compartment of liposomes or incorporated into the liposome membrane. Thus, iopromide was incorporated into plain [223] and PEGylated liposomes [224] and demonstrated favorable biodistribution and imaging potential in rats and rabbits.

Recent interesting approaches suggest combining CT and MRI contrast properties in a single liposomal preparation, thus allowing for very effective multimodal imaging in vivo [331, 333].

Liposomes for sonography are prepared by incorporating gas bubbles (which are efficient reflectors of sound) into the liposome, or by forming the bubble directly inside the liposome as a result of a chemical reaction, such as bicarbonate hydrolysis yielding carbon dioxide. Gas bubbles stabilized inside the phospholipid membrane demonstrate good performance and low toxicity of these contrast agents in rabbit and porcine models. Recently, liposome application for ultrasound and gamma-scintigraphic imaging was discussed [43]. A review of data relating to the use of liposome-based imaging agents for cancer has been published [252].

11.8 Some Miscellaneous Applications

Photo-dynamic therapy (PDT) is a fast developing modality for treatment of superficial/skin tumors, where photosensitizing agents are used for photochemical eradication of malignant cells. In PDT, liposomes are used both as drug carriers and enhancers. Recent reviews on the use of liposomes in PDT are available [32, 47]. Targeting and controlled release of photosensitizing agent in tumors may still further increase the outcome of the liposome-mediated PDT. Benzoporphyrin derivative encapsulated in polycation liposomes modified with cetyl-polyethyleneimine was used for antiangiogenic PDT. This drug, when incorporated in such liposomes, was better internalized by human umbilical vein endothelial cells and was found in the intranuclear region and associated with mitochondria [270]. The commercial liposomal preparation of benzoporphyrin derivative monoacid ring A, known as Visudyne (Novartis), was active against tumors in sarcoma-bearing mice [113]. PDT with liposomal Photofrin® gives better results in mice with human gastric cancer that with a free drug [114]. Another porphyrin derivative, SIM01, incorporated in DMPC liposomes, also gives better results in PDT, mainly due to better accumulation in the tumor (human adenocarcinoma in nude mice) [25]. Similarly, liposomal meso-tetrakis-phenylporphyrin was very effective in PDT of human amelanotic melanoma in nude mice [120].

Liposomal forms of “bioenergetic” substrates, such as ATP, are of clear interest, and some encouraging results with ATP-loaded liposomes in various in vitro and in vivo models have been reported. ATP-liposomes were shown to protect human endothelial cells from energy failure in a cell culture model of sepsis [100]. In a brain ischemia model, the use of the liposomal ATP increased the number of ischemic episodes
tolerated before brain electrical silence and death [151]. In a hypovolemic shock-reperfusion model in rats, administration of ATP-liposomes provided effective protection to the liver [147]. ATP-liposomes also improved the rat liver energy state and metabolism during cold storage preservation [191]. Similar properties were also demonstrated for the liposomal coenzyme Q10 [193]. Interestingly, biodistribution studies with the ATP-liposomes demonstrated their significant accumulation in the damaged myocardium [317]. Recently, ATP-loaded liposomes were shown to effectively preserve mechanical properties of the heart under ischemic conditions in an isolated rat heart model [302]. ATP-loaded immunoliposomes were also prepared possessing specific affinity toward myosin, i.e. capable of specific recognition of hypoxic cells [164] and effectively protected infarcted myocardium in vivo [300, 303], Fig. 11.5; see recent summary [103]. Similarly, liposomes loaded with coenzyme Q10 effectively protected the myocardium in infarcted rabbits [301].

**Magnetic liposomes** with doxorubicin were intravenously administered to osteosarcoma-bearing hamsters. When the tumor implanted limb was placed between two poles of a 0.4 T magnet, application of the field for 60 min resulted in a fourfold increase in drug concentration in the tumor [194]. In the same osteosarcoma model with the magnet implanted into the tumor, magnetic liposomes loaded with adriamycin demonstrated better accumulation in tumor vasculature and tumor growth inhibition [150]. Upon intravenous injection in rats, liposomes loaded with 99mTc-albumin and magnetite demonstrated a 25-fold increase in accumulated

---

**Fig. 11.5** Use of liposome to transport ATP into hypoxic cells. Liposomes loaded with ATP and modified with monoclonal antibody 2G4-specific against cardiac myosin and recognizing ischemically damaged cardiomyocytes were shown to fuse with the sites of ischemically damaged membranes of cardiomyocytes and deliver ATP inside cells (a). As a result, damage to mechanical properties of cardiomyocytes (estimated as an initial left ventricle end diastolic pressure, LVEDP, characterizing the ability of the heart to relax) in the model of isolated rat heart was significantly reduced (smaller LVEDP). Maximum reduction was achieved for antibody-targeted ATP-loaded liposomes, the effect being proportional to the quantity of the preparation used (b). According to [303]
radioactivity in right kidney, near which a SmCo magnet was implanted, compared to control left kidney [12].

**New generation liposomes** frequently demonstrate a combination of different attractive properties, such as simultaneous longevity and targetability, longevity and stimuli-sensitivity, targetability and contrast properties, etc. Liposomes are also described demonstrating sensitivity toward low temperatures and ultrasound [53]. Controlling liposomal drug release by low frequency ultrasound is also receiving increased attention [239] as are liposomes conjugated with acoustically active microbubbles [135].
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Chapter 12
Receptor Mediated Delivery Systems for Cancer Therapeutics

Tamara Minko

Abstract Directing anticancer agents specifically to tumors and/or cancer cells by targeting specific extracellular receptors fulfills the following three most important tasks: (1) preventing or at least substantially limiting adverse side effects on healthy tissues; (2) enhancing drug internalization by cancer cells; and (3) overcoming (at least in part) resistance mechanisms that are based on the active efflux of exogenous drugs from cancer cells. This review is focused on the last decade of accomplishments in the field of cancer-targeted drug delivery and describes different approaches to receptor-targeted delivery of anticancer agents. Mechanisms of receptor mediated endocytosis, targeting folate, carbohydrate (lactose, galactosamine, ascorbic acid, hyaluronic acid), peptide, and protein (somatostatin, growth factor, tissue factor, integrin, transferrin, vitamin, and luteinizing hormone-releasing hormone) receptors are discussed.

12.1 Introduction

The idea of drug targeting was first proposed by Paul Ehrlich more than a century ago as a concept of a “magic bullet” that selectively and effectively kills the “villain” and spares the “innocent bystander” [1]. Although the idea attracted the attention of several generations, real advances in its practical realization have been made only in the last decades. Targeting of physiologically active substances is important in treating all types of diseases in order to increase therapeutic efficiency and limit side effects. Targeting is exceptionally important in cancer chemotherapy, where highly toxic substances are usually used in order to effectively kill cancer cells.

T. Minko
Department of Pharmaceutics, Ernest Mario School of Pharmacy, Rutgers, The State University of New Jersey, 160 Frelinghuysen Rd, Piscataway, NJ 08854-8020, USA
e-mail: minko@rci.rutgers.edu

In a previous review, we grouped cancer targeting approaches into two large clusters, “passive” and “active” targeting, and each cluster was subdivided into several distinct subclasses [2]. According to this classification, receptor-mediated targeting of cancer cells belongs to active targeting and covers two subclasses: “targeting specific organs” and “targeting cancer cells.” In fact, cell surface plasma membrane receptors overexpressed in cancerous organs and/or specific cancer cells can be selected as targets. Choosing an entire organ with a tumor as the target to chemotherapy via certain organ-specific receptors ensures the delivery and accumulation of anticancer drug(s) in an entire organ, whereas targeting distinct cancer cells guarantees killing only cancer cells while minimizing adverse impact on normal cells in the same organ. Both approaches are currently being investigated, but with primary emphasis on targeting cancer cells. In addition to killing cancer cells inside the primary tumor, the latter approach permits effective preemption and killing of metastases.

Numerous approaches are currently being explored for ligand-mediated active targeting of anticancer drugs, other active components, and complex systems, to cancer cells, tumors, and entire organs with tumors. Most are based on the use of a targeting moiety as part of the delivery system, to redirect an entire entity or just anticancer drugs toward the cancer cells by interacting with specific receptors that are unique to cancer cells or are overexpressed in cancer cells. Such moieties include but are not limited to antibodies, polypeptides, oligosaccharides (carbohydrates), viral proteins, fusogenic residues, and molecules of endogenous origin [2–4]. Viral and immune-based targeting approaches are also used for drug and gene delivery [5–7].

In this chapter, we limit discussion to nonviral and nonimmune approaches to receptor-mediated targeted drug delivery. Directing anticancer agents specifically to tumors and/or cancer cells by targeting specific extracellular receptors accomplishes three critical tasks: (1) preventing or at least substantially limiting adverse side effects on healthy tissues; (2) enhancing drug internalization by cancer cells; and (3) overcoming (at least in part) resistance mechanisms that are based on active efflux of drugs from cancer cells. The first task is self-explanatory and reflects Ehrlich’s magic bullet, killing only malignant cells while leaving intact (or considerably less harmed) normal healthy cells. The second task is fulfilled because targeting of anticancer drugs to specific extracellular plasma membrane receptors changes the route of internalization of the drug (or complex system containing the drug) from “simple” diffusion (for low molecular weight drugs) or “nonspecific” endocytosis (for high molecular weight drugs or complex prodrug delivery systems) to receptor-mediated endocytosis, which is a much more efficient means of internalization.

The significance of the third task is often underestimated. Internalization of small drug molecules by receptor mediated endocytosis in membrane limited and protein coated organelles allows them to escape plasma membrane bound drug-efflux transporters tuned for free small molecules and therefore overcome one of the most important components of cellular drug resistance, termed by us as “pump resistance” [2, 8, 9].
Fulfillment of all three tasks by tumor targeted enhanced internalization converts an anticancer “magic bullet” into a “silver bullet” capable of killing multidrug-resistant cancer cells. As a side note, it should be stressed, however, that the other major mechanism of cellular anticancer drug resistance, which we designated as “nonpump resistance” [2, 8, 9], cannot be overcome simply by receptor targeting and require additional lines of attack.

In addition to tumors, receptor-mediated targeting is important in the delivery of therapeutics to the brain. In most cases, the blood–brain barrier (BBB) hinders delivery of drugs from blood to the brain parenchyma. Similar to receptor mediated endocytosis in cancer cells, receptor mediated transcytosis or carrier mediated transporter systems can be employed to facilitate drug delivery across the BBB. While BBB targeting lies outside the scope of this chapter, many of the relevant concepts are similar.

### 12.2 Receptor Mediated Endocytosis

Before reaching an intracellular site of action (i.e., cytoplasm, mitochondria, nuclei, etc.), an anticancer drug must cross the plasma membrane, travel through the cytoplasm, and possibly cross several intracellular membranes. It is very important that the drug preserve its activity during this journey. If drug is delivered into the systemic circulation as an inactive prodrug or is coupled with a carrier, then it needs to be separated from the carrier and/or converted to its active form. Only small lipophilic molecules can easily cross the plasma membrane. Water-soluble drugs can penetrate through the plasma membrane by diffusion (small drugs) or nonspecific endocytosis (large drugs or high molecular weight delivery systems). Both pathways possess very low efficiency and generally require a high concentration of the drug in the neighboring extracellular space. Entry of an anticancer agent into cancer cells by simple diffusion or endocytosis will result in relatively low cytotoxicity of the drug. Similarly, conjugation of a low molecular weight drug to a high molecular weight carrier should substantially decrease its cytotoxicity.

In multidrug-resistant cancer cells that overexpress drug-efflux transporters, a significant fraction of low molecular weight drug is pumped out from the cytoplasm by membrane based drug efflux transporters [10]. By contrast, high molecular weight drugs and drugs carried by high molecular weight carriers enter the cell by endocytosis in membrane coated vesicles. This mechanism prevents drug efflux by the plasma membrane pumps. Our experimental data have shown that low molecular weight doxorubicin (DOX) bound to a high molecular weight polymeric carrier demonstrates similar toxicity in multidrug-resistant cancer cells when compared with drug-sensitive cells [11]. These data confirm that high molecular weight drug conjugates can overcome drug-efflux pumps. However, “nonspecific” endocytosis cannot be considered a solution for effectively overcoming drug resistance in cancer cells because the cytotoxicity of high molecular weight drugs/systems delivered into cells by this mechanism still remains low.
As was already mentioned, interaction of a targeting ligand with its receptor substantially changes the internalization mechanism of anticancer drugs or systems bound to the ligand from “simple” diffusion or “simple” endocytosis to so-called receptor-mediated endocytosis [12–14]. The main steps of this process are shown schematically in Fig. 12.1. Interaction of a ligand-conjugated therapeutic payload (cargo) with its extracellular plasma membrane receptor leads to the formation of protein-coated pits – small areas of the plasma membrane coated with protein that invaginate into the cell cytoplasm, where they are pinched off to form protein-coated vesicles. In most cases, clathrin represents the main structural component of the coat [14].

Soon after formation, coated vesicles lose their coat and fuse with other such vesicles and specialized membrane organelles known as endosomes, forming so-called early endosomes. In most cases, the receptor–ligand pairs and the associated ligand payload remain intact in early endosomes. However, decreasing pH and any slight change in enzymatic environment inside the early endosome may lead to the partial dissociation of ligands from the ligand–receptor complexes. During the process of maturation of early endosomes into late endosomes, a change in intravesicular pH and penetration of enzymes from the Golgi apparatus leads to dissociation of ligand–receptor complexes and transporting (“sorting”) of intact receptors in membrane-limited organelles back to the surface of the cell. Consequently, receptors can be recycled and participate in several rounds of endocytosis. However, some internalized receptors can remain in the endosomes and finally be proteolyzed. Therapeutic cargo may also be unbound from the ligand or ligand-containing carrier and be released from early or late stage endosomes.

Some early and almost all late endosomes contain membrane-limited vesicles inside their bodies. (For simplicity, these vesicles are not shown in Fig. 12.1.) As a result, late stage endosomes are referred to as multivesicular bodies. Late endosomes eventually interact with lysosomes. Two mechanisms of such interaction are generally distinguished as (1) so-called kissing, where exchange of contents between a lysosome and an endosome occurs via a small contact zone and internalized endosome content mostly remains inside the endosome, and (2) complete fusion to form a hybrid organelle with complete exchange of material between interacting bodies (Fig. 12.1). As a result of these processes, intravesicular pH further decreases (down to pH 4.5–5), and lysosomal enzymes attack endocytosed drug complexes. In most cases, the linkage between the ligand and therapeutic cargo breaks here and drug is released into the cytoplasm.

Even a simplified model of receptor mediated endocytosis shows the complexity of the process and raises several issues that should be addressed when designing a targeted drug delivery system (DDS). Most of these issues are related to the mechanism of drug release from the entire complex system. In general, two triggers are most commonly used to facilitate drug release from the DDS: a drop in pH and action of lysosomal enzymes.

Chemical design of the link between the drug and ligand-targeted carrier or simple ligand mainly depends on the mechanism of action of the anticancer drug. If the drug acts in the cytoplasm, then early release from endosomes is desired.
Fig. 12.1 A simplified schema of receptor-mediated endocytosis. Drawings are not to scale
If, by contrast, the drug acts in the nucleus, then the drug (or drug/carrier complex) should be released from lysosomes near the nucleus. In some cases, an additional targeting ligand can be used to facilitate penetration of drug into the nucleus or other organelles [15, 16]. Specific types of bonds between the drug and carrier/ligand, and specific construction of an entire delivery system are used to achieve drug release from the DDS at a specific point of its intracellular journey. Examples include pH-degradable disulfide or hydrazone bonds [17–20] and special spacer sequences that are degraded by lysosomal enzymes [21, 22].

12.3 Receptor Mediated Tumor Targeting

12.3.1 Types of Receptor Targeted Anticancer DDSs

By definition, a tumor-targeted system which utilizes targeting of extracellular receptors should kill cancer cells and be targeted to specific receptors predominately overexpressed in cancer cells. In most cases, these two goals are achieved by including such a DDS into two distinct moieties: an anticancer drug and a targeting ligand. In a simple case, a tumor targeted DDS consists of an anticancer agent and a targeting ligand conjugated to each other directly or via a biodegradable spacer (Fig. 12.2a, 1). Often, nontoxic biocompatible polymers are used to conjugate a targeting moiety and active component directly or in combination with biodegradable spacers. Several polymers have been successfully utilized as carriers to deliver a wide range of anticancer drugs [23]. Commonly used polymers include poly (ethyleneglycol) (PEG), N-(2-hydroxypropyl) methacrylamide (HPMA), and poly (lactide-co-glycolide) (PLGA) copolymers.

Unmodified linear polymers without side chains (e.g., PEG) have only two terminal ends available for conjugation and therefore they can be bound to no more than two active components of the DDS (Fig. 12.2a, 2). Consequently, one molecule of PEG based conjugate can deliver only two molecules, for instance, one molecule of anticancer agent and one molecule of a targeting moiety. In order to increase the loading capacity of such polymer, several modifications in architecture of carrier have been proposed [24]. A spacer can be conjugated to the linear polymer backbone (Fig. 12.2a, 3). Additional active components (drug, peptide, nucleic acid, etc.) can be bound to this spacer. If the polymer does not allow the conjugation of additional spacer(s) in the middle of its backbone (e.g., PEG), then branched spacers can be conjugated at the distal ends of the polymer (Fig. 12.2a, 4). We proposed citric acid as such a branched spacer and experimentally confirmed the efficacy of the approach [25].

Systems utilizing linear polymers and spacers to bind active components in one DDS can be successfully used when the payload does not possess electrical charge. However, utilization of such DDS for delivery of negatively charged (in neutral or alkaline conditions) nucleic acids represents a substantial challenge. Although
chunks of DNA or RNA can be made electrically neutral (e.g., by P-ethoxy modification of the DNA backbone of all bases) in order to be used in linear systems, another approach is more widely used. According to this approach, DNA or RNA molecules are complexated with tumor targeted polycations to form small nanoparticles (Fig. 12.2b) [26]. As will be shown later, such tumor-targeted nanoparticles have been successfully used to deliver DNA or small interfering DNA (siRNA) molecules specifically to tumor cells.

In addition to relatively simple linear polymeric systems, more complex DDS are often used for targeted delivery of different anticancer agents to cancer cells (Fig. 12.2c). Liposomes are employed for tumor targeted delivery of water-soluble (inside liposomes in the aqueous inner space) or lipophilic (in lipid membrane) anticancer agents and other active components in multifunctional DDS. Micelles can also be used to deliver preferably lipophilic compounds in their core or chemically conjugated hydrophilic substances. Dendrimers as cascade polymers have the high potential to deliver multiple copies of targeting moieties or anticancer...
agents by conjugating them to the surface ends of polymeric branches or by forming complexes with nucleic acids. All of the above-mentioned DDS used for receptor-mediated tumor-targeted delivery is discussed in this chapter.

### 12.3.2 Targeting Folate Receptors

Folic acid (FA, Fig. 12.3a), also known as vitamin B₉, vitamin Bc, or folacin, is essential for many bodily functions. It is used for DNA synthesis, repair and methylation, and acts as a cofactor in several biological reactions. Members of
the folate receptor (FR) family (also known as the membrane folate-binding proteins) bind folic acid and its reduced derivatives. Folate receptors are generally overexpressed in several human tumor cells [27] and even in the blood of cancer patients [28]. Although the exact mechanisms and physiological reasons for such overexpression are not clear, one can suggest that folate as a basic component of cell metabolism, DNA synthesis, and repair is required in increased amounts for rapidly dividing cancer cells to maintain DNA synthesis.

Ovarian carcinoma exhibits the highest level of expression of folate receptors among different cancers [29, 30]. Consequently, folate-targeted delivery systems should demonstrate greatest specificity, maximal therapeutic effect, and lowest adverse side effects in patients with ovarian carcinoma. Several DDS with folate-targeting moieties have been developed, evaluated, and tested during the last two decades after folate receptors were proposed and evaluated as a target for the cancer-specific delivery of therapeutics by receptor mediated endocytosis [31–33].

Many different types of DDS architecture have been employed to create tumor-targeted DDS using folate as a targeting moiety, from simple conjugation of anticancer agent directly to the targeting moiety, to robust complex DDS containing several components. One example of a “simple” DDS is presented in Fig. 12.3b. This DDS consists of folate conjugated to a protein drug (plant toxin gelonin) via carbohydrate residues, using a SH-folate intermediate [34]. This folate–gelonin conjugate retains over 99% of toxin activity when compared with unmodified gelonin and is able to bind folate receptors with the same affinity as free folic acid. As an indication of its anticancer activity, the conjugate exhibits prolonged inhibition of protein synthesis in FR-positive cell lines in vitro.

PEG is widely used as a carrier for folate receptor targeted DDS. Folate–polyethylene glycol–doxorubicin (Folate–PEG–DOX) [35] represents one example of such a conjugate (Fig. 12.3c). Doxorubicin and folate were conjugated to the alpha- and omega-terminal end groups of a PEG chain, respectively. Conjugation resulted in formation of nano-aggregates with an average size of 200 nm in diameter. Intracellular uptake of this conjugate by FR-positive cancer cells was significantly higher than by FR-negative cells, confirming the receptor-mediating character of uptake. As a result, cytotoxicity of the DDS in FR-positive cancer cells was substantially higher when compared with free DOX.

In addition to anticancer drugs, folate targeted PEG can be successfully used to deliver other types of active components. In one study [36], folate–PEG was attached on baculovirus surface to obtain efficiency and specificity of gene delivery. Conjugation of baculovirus to folate–PEG significantly enhanced its transduction efficiency compared to nontargeted PEG–baculovirus in FR-positive cancer cells. Enhanced transduction was not observed in FR-negative cells. Presence of free folate in the medium blocked transduction of folate–PEG–baculovirus, whereas transduction efficiency of PEG–baculovirus in the presence or absence of free folate was not changed significantly. All of these findings clearly show that folate–PEG–baculovirus is internalized by FR-positive cancer cells by receptor-mediated endocytosis.
For effective delivery of nucleic acids or anionic proteins, neutral folate–PEG conjugates should be modified to obtain positively charged polycations in order to form complexes by electrostatic interactions between these polycations and negatively charged nucleic acids or proteins. Examples of such folate targeted PEG polycations include but are not limited to folate–PEG–poly(L-lysine) [37], folate–poly(ethylene glycol) grafted trimethylchitosan [38], and folate–poly(ethylene glycol)–polyethylenimine [39, 40] conjugates. In addition to folate–PEG based DDS, folate modified cationic polyethylenimine [37] or amphiphilic block copolymers of polyethylenimine and poly(L-lactide) [40] were synthesized. All of these conjugates form stable electrostatic complexes with plasmids or minicircle DNA, small interfering RNA, and anionic proteins forming compact nanoscale-based cationic nanoparticles. Experiments confirmed that complexes of nucleotides with such polycations significantly exhibit enhanced uptake of FR-positive cancer cells by receptor mediated endocytosis, with specific activity of delivered nucleic acids preserved.

In addition to being conjugated directly to the payload or to other polymers, folate–PEG conjugates are being used to coat liposomes [41–43]. Such coating fulfills two major tasks: (1) protecting the payload from degradation in the bloodstream by masking of vehicles and preventing their uptake by the reticuloendothelial system, and (2) targeting the entire delivery system specifically to cancer cells by folate. Similar to the stand alone folate–PEG conjugates, coating of liposomes or lipid vesicles by folate–PEG conjugates forces uptake of the vehicles by receptor mediated endocytosis, enhancing the specific activity of the payload.

In contrast to liposomes and lipid vesicles, which are bodies with a lipid membrane and aqueous inner space, micelles are liquid colloidal aggregates of surfactant molecules whose hydrophilic “head” regions contact the surrounding aqueous solvent and whose hydrophobic single tail regions segregate into the micelle interior. Folate as the targeting moiety can be linked to the hydrophilic heads of the micelles directly or via polymer spacers (e.g., PEG polymer micelle coating) while lipophilic drug can be incorporated into the lipophilic core of the micelle. Examples of recently developed folate targeted micelles include folate conjugated micelles [44] or lipid molecules [45], micellar nanoparticles self-assembled from copolymer folate–chitosan [46], as well as polyelectrolyte complex micelles [47]. These micelles were intensively studied as vehicles and successfully used for solubilization of several anticancer drugs including 9-nitro-camptothecin, co-delivery of pyrrolidinedithiocarbamate and doxorubicin, and delivery of oligonucleotides. In addition to the effective targeted delivery of the payload specifically to FR-positive cancer cells, micelles allowed for overcoming of multiple drug resistance in cancer cells [46], probably by shielding the delivered drugs from membrane bound drug efflux pumps.

Dendrimers, which are repeatedly branched spherical large molecules, offer multiple sites for conjugation of different molecules. Consequently, they have attracted continuous attention as prospective drug delivery vesicles. These structures allow for binding of several copies of different active components of DDS, including folate as the targeting moiety, and anticancer drugs. In addition,
positively charged dendrimers can be successfully used to condense nucleic acids in order to form stable nanoparticles with charged oligonucleotides, chunks of DNA, and siRNA. Poly(amido amine) (PAMAM) dendrimers have been used recently as folate targeted delivery systems. These dendrimers were used to deliver antisense oligonucleotides (ASO) specifically to C6 glioma cells [48]. Conjugation of ASO to folate targeted dendrimers increased ASO transfection rates resulting in greater suppression of the targeted protein and inhibition of glioma cell growth when compared with oligofectamine.

Two approaches can be used to load drugs into dendrimers. First, hydrophobic drugs can be complexed in the hydrophobic dendrimer interior. Second, drug can be covalently conjugated to the dendrimer surface. These two approaches were experimentally compared for folate targeted delivery of methotrexate [49]. It was found that drug complexed inside the dendrimer was quickly released into phosphate-buffered saline. In contrast, covalently coupled drug conjugates were stable in water and buffered saline, and they provided efficient delivery of methotrexate inside FR-positive cancer cells via receptor-mediated endocytosis.

In addition to dendrimers, other approaches can be employed to develop tumor-targeted nanoparticles for delivering anticancer agents specifically to cancer cells. For instance, tumor-targeted nanoparticles were prepared from poly (3-hydroxybutyrate-co-3-hydroxyoctanoate) as a carrier, folate as a targeting moiety, and doxorubicin as an anticancer drug [50]. The resulting nanoparticles had average size around 240 nm and exhibited high encapsulation efficiency of DOX (>80%). These nanoparticles demonstrated relatively prolonged release of DOX (~50% release within 5 days). As with all folate targeted DDS, these nanoparticles showed excellent internalization by FR-positive cancer cells. In vivo experiments showed effective inhibition of tumor growth by DOX containing nanoparticles. In another study [51], a more complex DDS has been developed using an amine functionalized single walled carbon nanotube (SWNT) as a carrier connected via succinate to cisplatin as an anticancer drug (Fig 12.3d). PEG–folate conjugate was bound to the second axial ligand of cisplatin. This complex system effectively killed FR-positive cancer cells by releasing the drug after intracellular reduction of Pt(IV) to Pt(II).

### 12.3.3 Targeting Carbohydrate Receptors

Several carbohydrate moieties including but not limited to lactose, ascorbic acid, hyaluronic acid, and galactosamine have recently been used to target tumor cells (Fig. 12.4). DDS targeted to carbohydrate receptors have been employed for tumor-specific delivery of several anticancer agents, anti-sense oligonucleotides (ASOs), siRNA, and plasmid DNA. A carbohydrate moiety is added to the DDS in order to achieve receptor-specific uptake by cancer cells [52]. Asialoglycoprotein receptor is one of the major receptors overexpressed in cancer cells targeted by carbohydrate moieties. Asialoglycoprotein receptors are lectins that bind glycoproteins. It should
be stressed that these receptors are also expressed in normal hepatocytes, which raises the question of nonspecific uptake of carbohydrate-targeted DDS by liver. For more details about using lectins and carbohydrates for tumor-specific delivery, the reader is referred to our previous publications [4, 53]. Here, we describe some recent advances.

12.3.3.1 Lactose

The main milk sugar lactose is formed by the condensation of galactose and glucose (Fig. 12.4a). It has been extensively used to target asialoglycoprotein receptors overexpressed in cancer cells. Novel polyion complex micelles of poly(l-lysine) and a lactosylated poly(ethylene glycol) were developed for the delivery of ASOs [54]. ASOs were conjugated to PEG via beta-propionate, a pH sensitive, acid labile linkage. These micelles demonstrated a more significant gene suppression effect in hepatoma cells compared to free ASO and ASO bound to the complex by non-acid labile linkages. These experimental findings confirmed that uptake of such DDS
is accomplished via receptor mediated endocytosis and that release of ASO from the system is achieved in response to pH decrease in the endosomal compartment.

Another lactose targeted DDS was constructed as a block copolymer of α-lactosyl-poly(ethylene glycol)-block-poly(2-(dimethylamino)ethyl methacrylate) [55]. This polyion copolymer formed complex micelles with plasmid DNA. The micelles were useful for selective transfection of human liver carcinoma cells. Transfection was inhibited by an excess of asialofetuin, a natural ligand against the asialoglycoprotein receptor, indicating that receptor-mediated endocytosis represents the major mechanism of the cellular uptake of these micelles.

Poly(L-lactic acid) nanoparticles coated with galactose-carrying polymer were used to deliver another anticancer drug, trans-retinoic acid [56]. Similar to other lactose-targeted DDS, the uptake of these nanoparticles was achieved by receptor targeted endocytosis.

### 12.3.3.2 Galactosamine

Galactosamine, a hexosamine derived from galactose (Fig. 12.4b), has also been used to target asialoglycoprotein receptor in human hepatocellular carcinoma cells [57]. Micelles based on a diblock copolymer of poly(ethyl ethylene phosphate) and poly(epsilon-caprolactone) were synthesized, surface conjugated with galactosamine, and loaded with paclitaxel. The micelles were about 70 nm in the diameter, and they were negatively charged in aqueous solution. These micelles showed more pronounced anticancer activity in human hepatocellular carcinoma cells when compared with free drug and nontargeted nanoparticles, suggesting ligand–receptor interactions.

### 12.3.3.3 Ascorbic Acid

Another carbohydrate-targeting moiety is ascorbic acid (Fig. 12.4b), one form of which is commonly known as vitamin C. Ascorbic acid was used to target certain tumor cells that have a higher ascorbic acid uptake than normal cells [58]. Polymeric nanoparticles functionalized with L-ascorbic acid 6-stearate were used to deliver the antitumor agent trans-dehydrocrotonin. This system demonstrated a high drug loading (81–88%), a narrow size distribution (100–140 nm), and a negatively charged surface. The nanoparticles showed sustained release and higher antitumor activity when compared with free drug and with nontargeted nanoparticles.

### 12.3.3.4 Hyaluronic Acid

Hyaluronic acid or hyaluronan, a polymer of disaccharides composed of D-glucuronic acid and D-N-acetylglucosamine (Fig. 12.4c), is used to target hyaluronan receptors
overexpressed in cancer cells. An \(N\)-(2-hydroxypropyl)methacrylamide-hyaluronan polymeric DDS was synthesized and used to deliver DOX specifically to cancer cells [59]. Cytotoxicity of DOX delivered by the targeted bioconjugate was higher against human breast cancer, ovarian cancer, and colon cancer cells when compared with the nontargeted conjugate. Both nontargeted and targeted DOX conjugates showed equal minimal toxicity against mouse fibroblasts, which do not overexpress hyaluronic acid receptors.

A novel polyethyleneimine–hyaluronic acid conjugate was used to form complexes with siRNA and deliver the DDS specifically to cancer cells with overexpressed hyaluronan receptors [60]. As with other receptor targeted DDS, these complexes showed a higher efficiency in suppressing a targeted mRNA in cells that overexpress the targeted receptor.

12.3.4 Targeting Peptide and Protein Receptors

12.3.4.1 Somatostatin Receptors

Many protein and peptide receptors are overexpressed in cancer cells and can be potentially used for receptor-mediated targeting of DDSs specific to cancer. Somatostatin is a physiologically important peptide that performs several vital functions in the organism by controlling secretion from the pancreas, pituitary, and the gastrointestinal tract, and acting as a neuromodulator in the brain. Somatostatin receptors belong to the superfamily of mammalian cell surface receptors that couple with trimeric membrane-bound GTP-binding proteins called G proteins. These receptors are characterized by a common seven transmembrane domain structure and a signaling mechanism which involves activation of G proteins leading to either amplification or inhibition of downstream cell functions. Drug targeting to somatostatin receptors on cancer cells leads to inhibition of cell growth and proliferation and to activation of cell death by apoptosis (Fig. 12.5). All five subtypes of somatostatin receptors are expressed in a variety of human tumors, including most tumors of neuroendocrine origin, breast tumors, certain brain tumors, renal cell tumors, lymphomas, and prostate cancer. In addition to small drugs targeting somatostatin receptors and radiolabeled somatostatin analogs used for tumor imaging, ligands to these receptors have been used as targeting moieties to redirect DDS specifically to cancer cells.

Tumor targeted conjugates were prepared by binding somatostatin to dextran (molecular weight 70 kDa) and investigated on cells overexpressing all types of somatostatin receptors [61]. It was found that the developed conjugate showed high affinity binding to all five receptor subtypes. Moreover, somatostatin–dextran conjugates demonstrated a long circulation half-life (~27 h after subcutaneous administration in mice) and exhibited high cytotoxicity against cells expressing somatostatin receptors. These conjugates have been explored in a clinical Phase I–II study in patients with hormone-refractory prostate cancer.
Octreotide was investigated as a potential ligand to somatostatin receptors (especially subtype 2) to target PEG-coated liposomes specifically to cancer cells [62]. A spatial arrangement of this DDS was similar to that presented in Fig. 12.2c. These liposomes were used to deliver DOX and were investigated on three types of cancer cells with different expression of type 2 somatostatin receptors. It was clearly shown that intracellular uptake, cytotoxicity, drug distribution in tumor, and pharmacodynamics correlated with expression of the targeted receptors. At the same time, drug pharmacokinetics was independent of that expression. The results obtained showed high potential of octreotide-grafted liposomes for the treatment of somatostatin receptor overexpressing cancers.

12.3.4.2 Growth Factor Receptors

Insulin-like growth factors (IGF) play a central role in cell growth, differentiation, survival, transformation, and metastasis [63, 64]. These growth factors are polypeptides with high sequence similarity to insulin. The biologic effects of IGF are mediated by the IGF receptor (IGF-1 and IGF-2 receptors). IGF-1 is a receptor tyrosine kinase with homology to the insulin receptor, while the IGF-2 receptor lacks tyrosine
kinase activity. A simplified structure of the IGF-1 receptor is presented in Fig. 12.6. Activation of the IGF system plays an important role in the progression of multiple cancers, including breast, prostate, lung, colon, and head and neck squamous cell carcinoma.

Despite their importance, IGF receptors only recently have attracted attention as potential targets for the treatment of cancer. To date, around 30 drugs targeting inhibition of IGF receptor signaling are being evaluated as single agents or in combination therapies for the treatment of cancer [63]. In addition to direct inhibition of IGF receptor dependent signaling pathways, IGF receptor binding molecules can potentially be considered as targeting moieties combining tumor-targeting properties with direct therapeutic effects. Potentially, the combination in one DDS of IGF-binding ligand with other anticancer agents can substantially enhance the treatment of IGF receptor expressing cancers by simultaneously targeting cancer cells, blocking IGF signaling, and inducing cell death signals.

Human epidermal growth factor receptors (EGFR) represent another class of tyrosine kinase receptors. EGFR pathways play a critical role in cancer biology and are being used as targets for cancer therapy. In one DDS, EGFR-targeting peptide was grafted onto the surface of type B gelatin-based engineered nanocarrier systems using a hetero-bifunctional poly(ethylene glycol) (PEG) spacer [65]. Plasmid DNA encoding for enhanced green fluorescent protein (GFP) was efficiently encapsulated in this system. The data obtained showed that EGFR targeted DDS have promise as a safe and effective nonviral gene delivery vectors with potential to treat pancreatic cancer.

Novel molecules termed “type II combi-molecules” have been engineered in order to simultaneously block the epidermal growth factor receptor and damage DNA without the need for hydrolytic cleavage [66]. These molecules contained a novel quinazoline-linked chloroethyltriazolinium system. Their ability
to simultaneously target EGFR and induce DNA damage was experimentally confirmed. Chemically synthetic composite polypeptide gene delivery systems, as well as genetically engineered polypeptide containing EGFR ligand complexed with DNA molecules, were developed and tested in EGFR-positive cancer cells both in vitro and in vivo [67]. The results of these investigations confirmed effective intracellular delivery of DNA by EGFR-targeted systems and targeting of the beta-galactosidase gene into EGFR-positive cancer cells both in vitro and in vivo.

Several more complex DDS for delivery of nucleotides and other active components in EGFR-positive cancer cells have also been developed. Recombinant barrel-shaped vault nanoparticles were self-assembled from 96 copies of the major vault protein [68]. The nanocylinders have dimensions $72.5 \times 41$ nm, with a hollow interior capable of encapsulating several proteins. Several different tags were engineered onto the C-terminus of the major vault protein, including epidermal growth factor containing 55 amino acids. The engineered nanoparticles demonstrated the ability to target EGFR-positive cancer cells.

Another complex DDS was developed based on two components linked by biotin–streptavidin binding [69]. The first component of the system was prepared by conjugating a biotin–PEG–N-hydroxysuccinimide derivative to epidermal growth factor. The second component of nanoparticles was formed by complexing luciferase plasmid DNA with polyethylenimine and further electrostatically coupling the complex with negatively charged streptavidin. Finally, the two components were attached via streptavidin–biotin interaction. Uptake of these complex nanoparticles via receptor-mediated endocytosis was confirmed.

A three-oligopeptide based DDS has been constructed [70]. The system consisted of a ligand oligopeptide for EGFR recognition, a polypeptide for DNA binding, and an endosome-releasing oligopeptide for endosomolysis. The developed nonviral vector was used to transfect wild-type p53 gene into human hepatoma cells with mutated p53. Transfection resulted in growth inhibition of cancer cells.

Vascular endothelial growth factor (VEGF) is a signaling protein involved in both de novo formation and growth of blood vessels (vasculogenesis and angiogenesis, respectively). Many tumors are fast growing and abnormally proliferating neoplasm often overexpresses VEGF receptors. Consequently, these receptors can be used both to target tumors and to suppress their growth by inhibiting angiogenesis. A DDS containing two fragments of human pancreatic RNase I was engineered [71]. The first short N-terminal fragment of RNase I was served as a docking tag and was fused to the N-terminus of human VEGF as a targeting protein. The second longer fragments of RNase I were engineered, expressed, and refolded into active conformations to serve as adapter proteins. Assembled targeted DNA delivery complexes were tested and found to be very effective in receptor-mediated DNA delivery.

PH1 peptide (TMGFTAPRFPHY) was used to target the Tie2 receptor, a receptor tyrosine kinase that plays important roles in vascular angiogenesis, and is highly expressed in many cancer cells [72]. PH1 peptide was bound to a distal end of PEG-coated liposomes that were used to deliver cisplatin. It was found that PH1
peptide targeted liposomes bound tightly to Tie2 positive cancer cells, initiated receptor-mediated endocytosis, and showed significantly higher activity when compared with nontargeted liposomal DDS.

12.3.4.3 Tissue Factor

Tissue factor (TF), a transmembrane receptor for coagulation factor VIIa (FVIIa), is aberrantly expressed in tumor vascular endothelial cells and in cancer cells in many malignant tumors and is not expressed in normal vascular endothelial cells. This makes TF a promising target for cancer therapy. A TF-targeted DDS was constructed to deliver the synthetic curcumin analog EF24 to TF-positive tumors using FVIIa as drug carrier and targeting ligand [73]. The data obtained showed that the resulting conjugate inhibited angiogenesis in experimental tumors, induced apoptosis in tumor cells, and significantly reduced tumor size. Antitumor activity of conjugated EF24 was significantly higher when compared with free unconjugated drug. Consequently, it was concluded that the proposed targeted DDS has the potential to enhance therapeutic efficacy, while reducing adverse side effects on healthy tissues that do not express TF.

12.3.4.4 Integrin Receptors

Integrin receptors are a major family of adhesion receptors that are critically important for adhesive interactions required for the proliferation, survival, and function of all cells. These receptors are overexpressed in certain cancers and therefore can be used as targets for receptor-mediated delivery of therapeutics. Among other ligands for these receptors, peptide ligands containing the arginine–glycine–aspartate (RGD) triad, which displays a strong affinity and selectivity to \( \alpha(V)\beta(3) \) integrin, have been developed to target tumor associated cells expressing \( \alpha(V)\beta(3) \) receptors [74]. A cyclic RGD peptide-conjugated block copolymer, cyclo[RGDfK(CX-)]-poly(ethylene glycol)-polyllysine, was synthesized and used to condense plasmid DNA into polyplex micelles [75]. It was found that these micelles preferentially accumulated in the perinuclear region of integrin receptor positive HeLa cells within 3 h of incubation, and they demonstrated remarkably increased transfection efficiency when compared with nontargeted PEG–polyllysine–DNA micelles. Such enhanced transfection efficacy is explained by internalization of the micelles by receptor mediated endocytosis and their transport in membrane limited organelles toward the perinuclear region.

Another integrin receptor ligand, ATN-161 (N-acetyl-proline-histidine-serine-cysteine-asparagine-amide, PHSCN), has been used to target DOX containing liposomes specifically to cancer cells [76]. The PHSCN peptide was conjugated to the distal end of PEG polymer coated liposomes. These targeted liposomes actively delivered DOX into tumor neovasculature and tumor cells, demonstrating enhanced cytotoxicity when compared with nontargeted DOX loaded PEG-coated liposomes.
12.3.4.5 Transferrin Receptors

Transferrin and transferrin receptors are responsible for the import of iron into cells. Despite intensive investigations following transferrin’s discovery more than half a century ago, precise mechanisms of transferrin-mediated iron uptake are still unknown. Transferrin has been widely applied as a ligand for active targeting of anticancer agents, proteins, and genes to primary proliferating malignant cells overexpressing transferrin receptors [77]. A transferrin–p53–lipofectamine complex was developed and investigated using experimental tumors [78]. This transferrin receptor targeted DNA complex enhanced p53 gene transfer to hepatic tumors and improved animal survival. In a separate study, PEGylated recombinant human tumor necrosis factor alpha (TNF-α) was bound to transferrin in order to provide targeted killing of cancer cells that overexpress transferrin receptors [79]. This resulted in long circulating conjugate demonstrated by the enhanced antitumor activity of TNF-α.

Several liposomal formulations have been developed utilizing transferrin as a ligand conjugated to the distal end of a PEG polymer coating of liposomes. A study of transferrin-targeted liposomes showed that small (60–80 nm) targeted vesicles were taken up by the liver and brain more efficiently when compared with nontargeted liposomes [80]. DOX [81, 82], cisplatin [83], mercaptoundecahydrododecaborate [84], rhodamines [85], and ASO [86] were used as test payloads or anticancer agents. These studies supported the use of transferrin as a targeting moiety for liposomal DDS with high anticancer efficiency.

12.3.4.6 Vitamin Receptors

Absorption and transport of most vitamins involves specific protein receptors that have an incorporated recognition factor. Similar to other receptors, such proteins initiate endocytosis upon binding a ligand and can be used for drug targeting purposes. Vitamin ligands were used to target DDS specifically to cancer cells. Biotin, a water soluble B-complex vitamin (vitamin B7), is an example of a vitamin used as a cancer targeting moiety. Several DDS that utilize biotin as a targeting moiety have been recently developed and tested. In one system, biotin was conjugated via a cleavable spacer to a second generation taxoid (SB-T-1214) as the cytotoxic agent [87]. The conjugate was examined using three cell lines, L1210FR (biotin receptor overexpressing leukemia cell line), L1210 (leukemia cell line without biotin receptor overexpression), and WI38 (normal human lung fibroblast, biotin receptor negative). As anticipated, the biotin-taxoid system exhibited high specificity only to L1210FR cells. In addition, the tumor targeted system demonstrated higher cytotoxicity in these cells when compared with the biotin-negative cell lines.

A more complex system consisted of functionalized SWNTs linked to biotin and a prodrug (taxoid with a cleavable linker) [88]. Specificity and cytotoxicity of this
DDS were also demonstrated using the same cell lines with different expression of biotin receptors.

Another biotin-targeted DDS was based on poly(t-glutamic acid) dendrimer with a polyhedral oligomeric silsesquioxane nanocubic core as carrier [89]. The dendrimer was conjugated with doxorubicin via pH-sensitive hydrazine bonds and biotin. The conjugates aggregated into nanoparticles with diameters around 50 nm. Experiments showed that DOX release at pH 5.0 was much faster when compared with pH 7.0 due to acid cleavage of the hydrazine bonds.

### 12.3.4.7  Luteinizing Hormone Releasing Hormone Receptors

Luteinizing hormone releasing hormone (LHRH), also known as gonadotropin releasing hormone and luliberin, is a trophic peptide factor responsible for the release of follicle stimulating hormone and luteinizing hormone from the anterior pituitary gland (Fig. 12.7a). LHRH is synthesized and released from neurons located in the hypothalamus. Targeting of different tumors by LHRH peptide was first proposed and extensively studied in our laboratory [25, 90–96]. We showed that LHRH receptors are overexpressed in ovarian, breast, lung, prostate, cervical, and uterine cancer cells. In contrast, LHRH receptor expression in healthy visceral organs is below the detection limit of PCR. Moreover, expression of LHRH receptors in cancer is significantly higher than in corresponding healthy tissue taken from the same reproductive organ of the same patient. These data form the basis for the use of LHRH peptide to target different cancer cells. For better targeting, the sequence of native LHRH peptide (which is similar in human, mouse, and rat) was modified (Fig. 12.7a) to provide a reactive amino group on the side chain of a lysine residue, which replaced Gly at position 6 to yield the superactive, degradation-resistant LHRH-Lys6-des-Gly10-Pro9-ethylamide luteinizing hormone-releasing hormone analog [97].

All types of DDS presented in Fig. 12.2 were tested for LHRH mediated drug delivery to different cancer cells [25, 90–96]. Targeting of DDS specifically to cancer cells dramatically changed organ distribution of the entire DDS, including the encapsulated drugs. For instance, only around 30% of injected dose of nontargeted liposomal DDS containing paclitaxel reached the tumor and the rest of the drug affected healthy organs (Fig. 12.7b). By contrast, targeted liposomal DDS accumulated predominately in tumor with only minor amounts found in other organs (Fig. 12.7b). Such distribution of tumor targeted drugs created the basis for a high antitumor efficiency of the system and low adverse side effects, which was experimentally confirmed in experiments on nude mice bearing xenografts of human cancer cells.

For instance, paclitaxel delivered by the liposomal DDS targeted to tumor with LHRH peptide led to substantial shrinkage of tumor size in experimental animals, and its antitumor activity was far more pronounced when compared with that of nontargeted liposomal paclitaxel and free drug (Fig. 12.7c). Comparison of different systems revealed an interesting phenomenon. When we used the same cytotoxic
agent, targeting to tumors by LHRH peptide diminished variations between different DDS in terms of their cytotoxicity and antitumor efficacy. Consequently, internalization and intracellular distribution of DDS, but not size, molecular mass, composition, or architecture of the carrier play a critical role in the anticancer effect of tumor targeted chemotherapy.

This conclusion could have a broad impact on cancer drug delivery. In particular, tumor specific receptor targeting of nanocarriers could provide high antitumor therapeutic activity with low adverse side effects on healthy organs for practically any type of anticancer DDS. At the same time, other parameters of nanocarriers, including size, composition, architecture, etc., can be selected based on other considerations, such as type of therapeutic agent, aqueous solubility, electric charge, chemical structure, etc.
12.4 Summary

Targeting of anticancer agents specifically to tumor cells fulfills the following important tasks. First, it facilitates uptake of drugs by cancer cells; therefore, increasing intracellular concentration and enhancing anticancer activity. Second, targeting prevents uptake of antitumor therapeutics by cells in other organs, limiting adverse side effects. Third, drug targeting, receptor mediated endocytosis, and intracellular transport of delivered formulations in membrane limited organelles protect delivered drugs and other active components from drug efflux pumps and detoxification preserving their anticancer activity. Fourth, targeting can efficiently kill both localized primary tumor and spread metastatic cells. The combination of all aforementioned effects enhances the specificity of antitumor therapeutics and increases efficiency and safety of cancer chemotherapy. While this review was focused on cancer targeting, the lessons learned may be applied in other disease systems where cellular sensitivity and specificity of drug action are essential.
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Chapter 13
Biological Rhythms, Drug Delivery, and Chronotherapeutics

Michael H. Smolensky, Ronald A. Siegel, Erhard Haus, Ramon Hermida, and Francesco Portaluppi

Abstract Biological processes are highly structured in time as endogenously derived rhythms of short, intermediate, and long periods, with the circadian (24 h) time structure most studied. Staging of key physiological and biochemical circadian rhythms gives rise to 24-h patterns in the exacerbation of chronic medical conditions, including arthritis, asthma, ulcer, and hypertension, plus manifestation of acute severe morbid and mortal events, such as myocardial infarction, stroke,
and sudden cardiac death. Body rhythms may also significantly affect patient response to diagnostic tests and pharmacokinetics, pharmacodynamics, and toxicities of diverse classes of medications. This chapter reviews circadian and other period biological rhythm dependencies of the pathophysiology of disease and pharmacology of medications as the basis for chronotherapeutics and development of time-modulated drug-delivery systems.

13.1 Introduction

This chapter introduces the concepts of medical chronobiology and chronotherapeutics to biomedical engineers and pharmaceutical scientists, particularly those involved in drug-delivery system design. Chronobiology, the study of biological rhythms and the mechanisms of biological time keeping, is of fundamental importance to drug-delivery. Herein, we present the perspectives of (1) chronopathology, i.e., rhythms in the manifestation and severity of medical conditions and diseases; (2) chronopharmacology, i.e., biological rhythm dependent differences in the pharmacokinetics (PK) and pharmacodynamics (PD) of medications; (3) time-qualified reference values as they relate to improved clinical laboratory diagnostics and assessment of new drug-delivery pharmaceutical products; (4) chronotherapeutics, i.e., synchronization of therapeutic agents to time patterns in medical conditions and disease pathology; (5) chronotoxicology, i.e., rhythms in tolerance to chemical, physical, and biological interventions; and (6) chronoprevention, i.e., application of biological rhythm-based strategies to minimize, and even avert, risk to health and well being.

The understanding of biological rhythms and biological clocks and applications to medicine and therapeutics are rather recent developments. There are several explanations for this. First, instrumentation and analytical tools, including sophisticated hardware and software to gather and process time series data (data collected over time), to conduct biological rhythm research were not developed until after the middle of the twentieth century. Second, the concept of biological rhythmicity was viewed as being inconsistent with the long-held, primary principle of homeostasis that alleges relative constancy of the *milieu intérieur* (English: internal environment). The concept of homeostasis is based primarily on research conducted by Claude Bernard in France late in the nineteenth century and Walter Cannon in the USA early in the twentieth century. Technology did not exist then to continuously monitor biological parameters, e.g., heart rate, blood pressure, body temperature, and activity level, and at that time methods to determine constituents and their concentrations in biological fluids were slow and bulky, requiring as much as a pint of blood to conduct even a single time-of-day analysis of some variables. Data analysis and mining were difficult and tedious, since computer based methods to detect and quantify time series data for rhythms did not yet exist. Furthermore, most biological and medical research was conducted during the light of the day, at the convenience of diurnally active investigators and staff. Thus, the understanding of animal and human biology in the nineteenth and early twentieth century, and even to a great extent today, is based largely on findings of daytime investigations performed on nocturnally active laboratory mice and rats – a time of day that corresponds to the animals’ sleep span – and on diurnally active human beings during their wake span. The results of such single
time-of-day studies are representative only of one particular biological time, which might not be appropriately representative.

Many thousands of articles have been published in highly respected scientific, medical, and pharmacology journals over the past several decades documenting relevant high-frequency or pulsatile oscillations (tenths of seconds to 1–2 h), ultradian (roughly 2–20 h), circadian (~24 h), circaseptan (~7 day), circamensual (~1 month), and circannual (~1 year) rhythms in humans and animals [1, 2]. Nonetheless, the concept of homeostasis continues to be taught as the governing doctrine of the life sciences Thus, it is not surprising that homeostasis continues to be the foundation for conceptualizing most biological, medical, and pharmaceutical research and applications. Perhaps, this explains why highly accomplished scientists assume, a priori, that the time during the day, month, and year when biomedical research is performed and when preclinical and clinical studies of candidate medications or other medical interventions are trialed is of little or no importance. Perhaps this also explains why the vast majority of drug delivery systems are designed for zero-order release, as it is assumed constancy in drug concentration ensures constancy in therapeutic effect and/or drug safety. However, homeostasis and rhythmicity are compatible concepts, as endogenous biological rhythms give rise to high frequency, 24-h, menstrual, and annual oscillations in the set points of homeostatic feedback mechanisms.

13.2 Concepts and Terminology of Chronobiology

13.2.1 Definition and Characteristics of Biological Rhythms

13.2.1.1 Biological Rhythm

A biological rhythm is a self-sustaining oscillation of endogenous origin defined by its period, level, amplitude, and phase as illustrated in Fig. 13.1 for the 24-h rhythm in plasma cortisol.

13.2.1.2 Period

Period is the duration of time required to complete a single cycle of a biological rhythm. The spectrum of biological rhythms is broad. Short period rhythms, exemplified by electrical impulses of the central and autonomic nervous systems, cardiac tissue, and intracellular calcium fluxes, exhibit a period of a second or so. Circhoral (~1 h in period) or ultradian (from a few to 20 h in period) rhythms are exemplified by the prominent secretions of the endocrine and neuroendocrine systems. Circadian rhythms, which exhibit a period of ~24 h, have been most explored for their importance to clinical medicine. Infradian rhythms, oscillations of 28 h or longer, include those of roughly a week (circaseptan), month (circamensual), and year (circannual). Individual biological variables and processes are typically organized all across this multifrequency time structure [3].
13.2.1.3 Level

Level is the baseline, i.e., mean value of the rhythm, around which predictable in time variation is manifested. The level of ultradian rhythms may be modulated in a predictable-in-time manner over the 24 h as a circadian rhythm, which in turn may be modulated in a predictable-in-time manner over the month as a menstrual rhythm, and also over the year as a circannual rhythm.

13.2.1.4 Amplitude

Amplitude is a measure of the magnitude of the predictable-in-time variability ascribable specifically to biological rhythmicity of a given period. Many rhythms are of high amplitude, accounting for 50% or more of the total variability observed during the time period. Amplitudes of rhythms may change, e.g., with aging, in disease, and by work pattern (shift work). For example, the circadian rhythm in

![Fig. 13.1 Plasma cortisol 24-h pattern of one diurnally active (wake span ~06:30 to ~22:30) healthy subject assessed by blood sampling at 20-min intervals during a single 24-h span. Left: Time plot (chronogram) of cortisol time series data. Apparent are the prominent, high-frequency pulses commencing during mid-sleep and continuing until ~12:00. Rhythm parameters derived by the Cosinor procedure [84], approximation of the time series data by a 24-h in period cosine curve by the least squares technique, are MESOR, rhythm-adjusted time series mean; amplitude, one-half the peak–trough difference or distance from MESOR to peak (or trough) of the approximating waveform; and acrophase, timing of peak of the rhythm in relation to the chosen phase reference, here local midnight. The less than ideal sinusoidality of the time series data and infrequent sampling are potential pitfalls of the Cosinor method. Black and white portions of the bottom time axis indicate the subject’s usual span of nighttime sleep and daytime activity. Right: Polar cosinor plot. The period length (here 24 h) is depicted as a full circle, with local midnight (phase reference of acrophase) located at top of the circle. Rest span is indicated by darkened band. Vector extending from the center points to the acrophase (expressed as a negative value [delay] in degrees [360º = 24 h; 15º = 1 h] from local midnight), and its length is proportional to the amplitude of the rhythm. Error ellipse of vector indicates 95% confidence region for amplitude and acrophase [3].]
antidiuretic hormone (ADH), which regulates urine volume, is of very high amplitude in young adults. Peak ADH concentration occurs during the nighttime to ensure reduced urine formation and volume during sleep, so that urine formation and volume are much greater while awake than asleep. However, the amplitude of the ADH circadian rhythm declines with age. Commencing around the 4th to 5th decade of life, the peak of the 24-h rhythm in urine volume shifts toward the middle of the night, the result being nocturia, with frequent disturbances of nighttime sleep [4, 5]. As a second example, the amplitude of the circadian rhythm in airway caliber of normal lungs is very small, ~5% of the 24-h mean level. However, in persons with mild asthma, amplitude is typically increased to 25%, and in severe asthma it can be as high as 50–60% [6].

13.2.1.5 Phase

Phase refers to the clocking of specific features, such as the peak and trough, of a rhythm relative to a reference point of a given time scale, e.g., for circadian rhythms local midnight, or more appropriately the sleep onset, mid-sleep, or sleep offset time of the 24-h sleep–wake cycle or acrophase (peak time) of another concomitantly studied circadian rhythm. The phasing of the high-amplitude circadian rhythm of serum cortisol concentration relative to local midnight in diurnally active individuals is marked by its prominent peak of ~20 μg/dl around 08:00 and trough of ~0 μg/dl around midnight (Fig. 13.1). Phasing of the same circadian rhythm in persons completely adapted to night-shift work is marked, again relative to local midnight clock time, by its peak ~18:00 and trough ~10:00. If one were to average together the time-of-day data series of cortisol values of both day and night-shift workers, differences in phasing of the cortisol rhythm between the two groups would likely obscure circadian rhythmicity as a group phenomenon. However, if the 24-h time series data were instead referenced to a relevant biological time reference, such as the habitual time of wakening, for each person adapted to his/her daytime or nighttime routine and then averaged, the prominent circadian rhythm would be obvious, with the peak time around usual wake up time and trough around or a few hours after habitual bedtime, no matter the clock time [7–9].

13.3 Mechanisms of Biological Time-Keeping

13.3.1 Master Biological Clock, the Suprachiasmatic Nuclei

Circadian rhythms are controlled by an inherited master clock network composed of the paired suprachiasmatic nuclei (SCN) situated in the hypothalamus and pineal gland [10–13]. Rhythmic activities in the SCN of the so-called clock genes, Per1, Per2, Per3, Bmal, Clock, and Cry, and their gene products comprise the central time-keeping mechanism. The transcription factors CLOCK and BMAL1 drive the
expression of Per1, Per2, Cry1, Cry2, plus a variety of clock controlled genes via E-box sequences in their promoters. PER and CRY proteins negatively feedback on the transcriptional activity of CLOCK:BMAL1, which results in a circadian rhythm in expression of the CLOCK:BMAL1 driven clock and clock controlled genes. The rhythm is stabilized by accessory feedback loops involving the genes Rev-erbα and Rora. The precision of the period of circadian rhythms is achieved via post-translational modulation of the clock proteins by cyclic environmental time cues, the most important being the 24-h environmental light–dark cycle [14]. The biological time-keeping system also includes the multitude of peripheral circadian clocks located in cells, tissues, and organs, which are regulated by the master SCN clock [11]. The output of the central and peripheral circadian clocks is mediated by various clock-controlled genes, giving rise to the body’s circadian time structure (CTS).

The proper phasing of individual circadian rhythms to meet the external cyclic environmental and societal demands and achieve optimal external synchronization of the CTS is conveyed by ambient time cues termed zeitgebers (English: time givers and synonymous with the terms of synchronizers and entraining agents), the light–dark cycle being most powerful under ordinary circumstances [14, 15]. Time cues in the form of ambient light signals sensed by specific non-rod and non-cone cells of the retina are transmitted by the retino-hypothalamic neural projection directly to the SCN and thereafter to the pineal gland by relays involving the paraventricular nucleus and superior cervical ganglion [12]. The major secretory product of the pineal gland is the hormone melatonin. Its synthesis and secretion are highly circadian rhythmic, occurring only during the darkness of night in the diurnally active human species, and for this reason it is termed the hormone of darkness. Melatonin, being water and fat soluble, freely circulates to the cells, tissues, and organs throughout the body, and it also binds to specific melatonin receptor types to induce particular actions [12]. Information of environmental time, specifically, the duration of ambient darkness (time span between sunset and sunrise) daily is conveyed throughout the body by the melatonin onset and offset times. Changes in the duration of time between sunrise and sunset from one day to the next over the course of the year communicate time of year information to the organism via changes in melatonin onset and offset times, i.e., changing duration of melatonin secretion. Exposure to artificial light during the biological nighttime, either in the home, work, or social setting, or to natural environmental light of a new geographic locality following rapid transmeridian displacement by aircraft, alters melatonin synthesis and secretion (Sect. 13.4.2), which by means of feedback to the SCN results over several days in rephrasing of the CTS.

13.3.2 Synchronizers of Biological Rhythms

A synchronizer or zeitgeber is an environmental time cue that affects the period and/or phase of biological rhythms. The inherited period of circadian clocks, for as yet unknown reasons, is not exactly 24 h; it is a few tenths of an hour longer in most
human beings and slightly shorter in some [15]. The master and subservient peripheral circadian clocks are synchronized in period to 24.00 h and in phase with ambient and social cycles by environmental time cues. For both rodents and human beings, the major zeitgeber is the ambient 24-h light–dark cycle [12]. Others include meal schedule, an especially powerful time cue for laboratory animals, and cyclic social phenomena and routines, especially powerful time cues for humans [7, 16]. Features of the natural light–dark cycle vary predictably over the 24 h, month, and year. In human beings, the central circadian clock network relies on the ambient (natural or artificial) daily light–dark cycle to titrate its period to exactly 24 h and to determine phase so as to best meet predictable-in-time environmental demands [17]. The network also registers the duration (sunrise or lights on until sunset or lights off) of the daily environmental photoperiod to adjust the biology seasonally, giving rise to circannual rhythms. The importance of the 28-day lunar cycle on the menstrual cycle in women or on the biology of men is yet to be appropriately explored.

We wish to emphasize that the sleep–wake and environmental light–dark synchronizer cycles are not the source or cause of biological rhythms; rather, they serve only as time cues that synchronize the period and phase of endogenous genetically based circadian clock mechanisms and the oscillations they drive. This distinction is of critical importance in clinical medicine and pharmacology. The phase of circadian rhythms of persons whose time organization is adjusted to a routine of nocturnal activity and work alternating with diurnal sleep will be completely opposite to that of persons whose time organization is adjusted to a routine of diurnal work and activity alternating with nocturnal sleep [8, 9]. This means that clock time, per se, need not be representative of biological time. Review of the methods sections of published human research studies and medication trials reveals that the activity–sleep synchronizer routine is rarely contemplated or stipulated as an inclusion or exclusion criterion for subject selection, except in publications authored by chronobiologists. Similarly, the time of day when investigative procedures are conducted or when a medication is routinely dosed, relative to the sleep in darkness–activity in light synchronizer schedule of subjects, is seldom specified in published research, except in publications authored by chronobiologists. Time of year of investigations is seldom conveyed, and this may be of great importance in certain medication trials, as shown, for example, for human growth hormone and adrenocorticotropic hormone, ACTH [18–20]. Inconsistencies in findings between different human research studies and drug trials can be due to discrepancies in the synchronizer routine of subject samples and/or the chosen timing of procedures, including drug dosing (Sects. 13.5, 13.7, and 13.8).

Timing of the peaks and troughs of circadian rhythms is quite predictable from one day to the next in the majority of people who adhere to a fairly regular activity–sleep routine. However, the phase, and sometimes even exact period, of circadian rhythms in those who are employed in rotating shift work, those who have recently traveled across multiple time zones, or those who have a variable rest–activity routine, are less predictable [8, 9]. This point is of research and clinical importance.
The activity in light and sleep in darkness routine determine when the peak and trough of circadian rhythms will occur with reference to the 24-h time scale, which, in turn, determines when diseases and their symptoms are likely to manifest or exacerbate. It also determines, qualitatively and quantitatively, responses to diagnostic tests (Sect. 13.5) and the efficacy and safety of therapeutic interventions according to their timing (Sects. 13.7 and 13.8).

13.4 Biological Time Structure

The biological time structure consists of the spectrum of periodicities and phase relationships within each. Results of numerous biological rhythm studies help define the temporal organization of human beings. The CTS, which is of particular importance to medical and pharmaceutical sciences, is the major focus of this chapter.

13.4.1 Circadian Time Structure

The CTS encompasses the entirety of the body’s circadian biological rhythms. One means of illustrating the human CTS is to depict the peak times of selected 24-h rhythms as a clock-like diagram, such as shown in Fig. 13.2, in relation to the synchronizer routine, i.e., sleep in darkness from ~22:30 to ~06:30 and activity during daylight and early night between ~06:30 and ~22:30 [21]. As depicted in the figure, the peak of the circadian rhythms of basal gastric acid secretion, white blood cell count (WBC), calcitonin gene related protein, and atrial natriuretic peptide occurs late at night or early in sleep. The crest of the circadian rhythms in blood lymphocyte and eosinophil number, and plasma concentrations of melatonin, prolactin, growth hormone, thyroid stimulating hormone (TSH), ACTH, follicle stimulating hormone (FSH), and luteinizing hormone (LH) occurs mainly early in sleep. Rhythms of plasma cortisol, renin activity, angiotensin, and aldosterone peak toward the end of the sleep span or commencement of the diurnal activity span, as do those of arterial compliance, vascular resistance, platelet aggregation, and blood viscosity. Hemoglobin and insulin concentrations peak in the afternoon, as do the spirometric measures of airways caliber, FEV₁ (forced expiratory volume in one second) and PEF (peak expiratory flow). The circadian rhythms of serum cholesterol and triglycerides and urinary diuresis (young adults) crest early in the evening.

The information conveyed in Fig. 13.2 illustrates the nature of the CTS and its internal and external synchronization. Clearly, the biochemistry and physiology of human beings are not constant. Rather, they vary in a predictable and coordinated manner during the 24 h. It is worth considering that certain high amplitude circadian rhythmic variables, found in health and disease, might be useful
biomarkers to automatically trigger measured medication release from sophisticated biomimetic drug delivery systems.

In individuals who are completely adapted to a schedule of night work, say from 22:00 to 06:00, and daytime sleep, say from 08:00 to 16:00, the clock time entries shown in the diagram would be shifted (delayed) by some 9–10 h; however, the findings of recent studies reveal the majority of night and shift workers do not adapt to such work schedules because of competing social, environmental, and other diurnal zeitgebers[22].

---

**Fig. 13.2** Clock-like diagram illustrating the circadian rhythmic organization of the acrophases (peak times) of selected biological variables. In diurnally active individuals, thyroid stimulating hormone (TSH), melatonin, prolactin, growth hormone, atrial natriuretic peptide, and lymphocyte and eosinopil numbers peak during first half of sleep (*shaded portion of the circular diagram*). Other shown variables peak just before or after the usual time of morning awakening, i.e., follicle stimulating hormone (FSH); luteinizing hormone (LH); adrenocorticotropic hormone (ACTH); cortisol; testosterone; and plasma renin, angiotensin, aldosterone, and catecholamines. In the morning, most persons experience sudden rise in systolic and diastolic blood pressure and heart rate, and arterial compliance and vascular resistance are greatest as are platelet adhesiveness and blood viscosity. Hemoglobin and serum iron levels peak around midday, and serum total proteins, airway patency (spirometric measures of one second forced expiratory volume, i.e., FEV1, and peak expiratory flow, i.e., PEF), plus insulin level peak in the afternoon. Body temperature and respiratory rate circadian rhythms peak in late afternoon or early evening and cholesterol and triglyceride synthesis rhythms peak in early evening. Urine volume is greatest in late afternoon and evening (in young adults), and neutrophil count, basal gastric acid secretion, calcitonin gene-related protein concentration (a vasodilator), and white blood count (WBC) peak late in the evening or around bedtime (reproduced from Smolensky and Peppas[21]).
13.4.1.1 Individual differences in CTS

Human beings, because of the genetics of their inherited circadian clock or due to age, sex, lifestyle, or disease, differ in their biological preference for the times of sleep and wakefulness. *Chronotype* refers to the time preference of sleep and activity of individuals and associated minor differences in the exact circadian phasing of their CTS.

13.4.1.2 Circadian Chronotypes

Three different phenotypes of circadian phasing, i.e., chronotypes, can be distinguished using validated questionnaires, such as the Morningness–Eveningness Questionnaire of Horne and Östberg [23]. Morning types, commonly referred to as larks, are most alert and efficient during the morning hours. They express strong preference for early morning waking and early evening bed times, as early as 04:00 and 19:00–21:00, respectively, in extreme morning types. Evening types, commonly referred to as owls, are most alert and efficient late in the day and night. They express strong preference for late night bed and late morning or afternoon waking times, as late as 02:00–04:00 and midday or later, respectively, in extreme evening types [24, 25]. The remaining intermediate types constitute the vast majority, perhaps 70–85%, of the population. With reference to the CTS of intermediate types, the clock-time phasing of circadian rhythms, e.g., body temperature, cortisol, and melatonin, of extreme morning types is likely to be advanced on average by ~2 h, while that of extreme evening types is likely to be delayed on average by ~2 h [26–28]. Nonetheless, the CTS of the different chronotypes in most cases shows an internal synchronization, with phasing adjusted to the circadian sleep–wake rhythm, although in extreme owls this may be not the case because of too great a conflict between usual environmental light–dark cycle and societal, school, and work synchronizer schedules versus endogenous biological clock driven preference for very late sleep and activity timings.

13.4.2 Phase–Response of Circadian Rhythms

Pharmacologists, toxicologists, and other biological scientists are well acquainted with the concept of dose–response. An important, yet less known, chronobiologic concept is phase–response. *Phase–response* refers to the difference of effect, advance or delay of individual circadian rhythms or the entire CTS, elicited by environmental time signals, chemicals, or other agents. As previously discussed, phase and period of circadian clocks and rhythms are maintained from day to day by entraining cues provided by the onset and offset times of the natural environmental photoperiod. Figure 13.3 depicts the phase–response curves for both light pulses.
and melatonin administrations when delivered at different circadian times. A single brief exposure of diurnally active human beings to bright artificial light at unusual biological times of the late night or early sleep (dark) span causes phase delay of the CTS by up to 1 h the ensuing 24-h, while the same light exposure when timed during the last hours of sleep or initial hours of waking results in phase-advance. The phase–response curve for melatonin is opposite that for light. Ingestion of a physiologic dose (0.25–0.50 mg) of melatonin in the afternoon or early evening results in phase-advance of the melatonin and other circadian rhythms the ensuing 24-h, while ingestion of the same dose of melatonin in the morning results in phase-delay. Indicated at the bottom is circadian time, which represents the expected endogenous phasing of the circadian melatonin rhythm and 24-h time structure of the studied subjects (modified from Burgess et al. [29]).

**Fig. 13.3** Phase–response (delay or advance of circadian time structure) curves for light (*solid line*) and melatonin (*dashed line*) in relation to circadian time (expressed relative to the usual time of awakening from nighttime sleep). Exposure of human beings to light of sufficient intensity before customary bedtime and/or during initial hours of sleep results in phase-delay of the circadian rhythm of melatonin and other circadian rhythms the ensuing 24-h, while the same light exposure when timed during the last hours of sleep or initial hours of waking results in phase-advance. The phase–response curve for melatonin is opposite that for light. Ingestion of a physiologic dose (0.25–0.50 mg) of melatonin in the afternoon or early evening results in phase-advance of the melatonin and other circadian rhythms the ensuing 24-h, while ingestion of the same dose of melatonin in the morning results in phase-delay. Indicated at the bottom is circadian time, which represents the expected endogenous phasing of the circadian melatonin rhythm and 24-h time structure of the studied subjects (modified from Burgess et al. [29]).

Synthesis and secretion of melatonin in the pineal gland are governed by signals from the SCN in the form of sympathetic input, the neurotransmitter being noradrenalin, which acts via pineal gland β1-receptors and also α-receptors. Acute, mainly single-dose studies show that both β1-receptor antagonists, especially the (S)-enantiomers of atenolol, propranolol, metropolol, and bisoprolol, and α-receptor antagonists, especially when administered in the evening, inhibit melatonin synthesis and secretion, resulting in alteration or abolition of its circadian rhythm [32–35]. The clinical consequences of chronic alteration or inhibition of melatonin rhythmicity can include CTS alteration or desynchronization, biological and
cognitive inefficiency, sleep and mood disorder, and perhaps even certain cancers [36–39]. Thus, it is critical that the administration of \( \beta_1 \) and \( \alpha \)-receptor agonists and other classes of medications not disrupt the melatonin circadian rhythm and CTS. The impact of dosing medications at different times of the day or night on the phasing of circadian clocks and rhythms, as an adverse effect of pharmacotherapy, has not been assessed in clinical trials. Nonetheless, a goal of pharmacotherapy ought to be avoidance of phase alterations of the circadian system, the exception being the use of certain chemical (melatonin), physical (artificial bright light), or other therapies to restore abnormal circadian clock function and CTS to normal [40–42].

13.4.3 Impact of Transmeridian Travel and Rotating Shift and Permanent Night Work on CTS

Integrity of the CTS is critical for efficient biological and cognitive functioning and maintenance of health. Millions of people each year are either exposed acutely to transient disruptions of their sleep–wake cycle and CTS by rapid travel across time zones or chronically at regular intervals when working rotating or permanent night shift schedules. In the USA, \( \sim 15–20\% \) of the adult labor force is likely to be engaged in some type of shift work at any given time, and in developing countries the proportion is likely to be even greater [43]. Disruption of the CTS due to rapid travel across time zones or rotating work schedule typically results in a set of acute and transient symptoms during the several days of adjustment to the new activity–rest cycle and differently timed environmental synchronizers, including light–dark, social, and meal cycles, among others.

These “jet lag” symptoms, so-called even though they occur in nontravelers as a consequence of rotating between day and night work shifts, include fatigue and sleepiness, difficulty in initiating and maintaining sleep, cognitive and physical deficits, changed mood (melancholy/anxiety), altered appetite, digestive complaints, and disrupted digestive track function [9]. Night and rotating shift workers experience disruption of the CTS and several or all of the same symptoms to some degree with each shift change between day and night work, which occurs at regular, typically weekly or shorter, intervals [8, 9]. Moreover, shifting of the sleep–wake pattern and/or regular exposure to light while at work during the night disrupts the CTS and alters or suppresses the melatonin circadian rhythm [8, 22]. Repetition of these biological insults over one’s shift work career poses health risks, such as sleep/mood disorder, peptic ulcer disease (PUD), hypertension, coronary heart disease, plus elevated risk of breast and colorectal cancer in women and prostate cancer in men [9, 36, 38, 39, 44–48]. Substantiation of these health risks in career shift workers supports the integrity of the CTS as a most important aspect of health, and again indicates that therapeutic interventions by drug delivery systems must avoid disturbance of the circadian time keeping system.
13.5 Medical Chronobiology: Application of Biological Rhythms to Clinical Medicine

13.5.1 Circadian Rhythms and Clinical Diagnostic Tests

13.5.1.1 Allergic Rhinitis and Bronchial Asthma

Responses to a variety of common diagnostic tests may be affected by circadian rhythms. The erythema and induration response to intradermally injected allergens, a clinical test for allergies, is two- to threefold greater when performed in the late afternoon and early evening (in diurnally active persons) than morning [49, 50]. Diagnosis of the reversible airway disease asthma, its severity, and its differentiation from fixed airway diseases, namely chronic bronchitis and emphysema, is best accomplished when pulmonary function tests (FEV\textsubscript{1} and PEF) are performed as early as feasible after commencement of the diurnal activity span [6, 50]. The airway response to short-acting β\textsubscript{2}-agonist bronchodilator aerosol medications, a test to determine the extent to which airway obstruction is reversible, is circadian rhythmic, the response being much stronger in diurnally active individuals when administered in the early morning than afternoon [51]. Thus, early morning so-called reversibility spirometric studies best determine the extent to whether a patient’s chronic obstructive pulmonary disease is reversible, as opposed to nonreversible in the case of chronic bronchitis and emphysema, critical information needed for deciding exact pharmacotherapy [50].

13.5.1.2 Systemic Hypertension

The diagnosis of arterial hypertension, a medical condition rather than a disease, which when not properly treated can result in cardiovascular, renal, and other pathologies, is typically based on systolic and diastolic blood pressure (SBP and DBP) measurements made in the doctor’s office at a single time of day and interpreted using fixed homeostatic criteria (Table 13.1 [52]). However, as shown by many thousands of around the clock ambulatory blood pressure monitoring (ABPM) studies, SBP and DBP vary considerably during the 24 h and in different individuals as distinctly different circadian patterns (Fig. 13.4). In normotensive persons, BP rises rapidly from reduced sleep-time levels (generally by at least 20 mmHg for SBP and 10–15 mmHg for DBP) with commencement of morning activity. In normotensives, SBP and DBP peak during the day, decline in the evening, and are lowest during sleep. The BP pattern in uncomplicated essential (primary) hypertension in most, although not all, persons is similar to that seen in normotension, although there is abnormal elevation of the 24-h mean, amplitude of variation, and/or reduced sleep-time decline of BP.
Table 13.1 Categorical classification of adult (>18 years of age) blood pressure (BP) values obtained by conventional clinical cuff and stethoscope measurement

<table>
<thead>
<tr>
<th>Blood pressure classification</th>
<th>Systolic blood pressure (mmHg)</th>
<th>Diastolic blood pressure (mmHg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>&lt;120 and &lt;80</td>
<td></td>
</tr>
<tr>
<td>Prehypertension</td>
<td>120–139 or 80–89</td>
<td></td>
</tr>
<tr>
<td>Stage 1 hypertension</td>
<td>140–159 or 90–99</td>
<td></td>
</tr>
<tr>
<td>Stage 2 hypertension</td>
<td>≥160 or ≥100</td>
<td></td>
</tr>
</tbody>
</table>

Conventionally, the same thresholds are used to differentiate arterial normotension from hypertension for women and men and without regard to circadian time. Normative values for systolic (S) and diastolic (D) BP are considered to be less than 120 and 80 mmHg, respectively, and it is assumed that SBP and DBP vary but little over the 24 h. Prehypertension is defined as SBP of 120–139 or DBP of 80–89 mmHg; stage 1 hypertension is defined as SBP of 140–159 or DBP of 90–99 mmHg; and stage 2 hypertension entails SBP and DBP greater than 160 mmHg or/and 100 mmHg [52]

Fig. 13.4 Types of 24-h blood pressure (BP) rhythms determined by ambulatory blood pressure monitoring (ABPM). Systolic (S) and diastolic (D) BP of most healthy normotensive and essential (primary) hypertensive persons typically are lowest, by 10–20%, during nighttime sleep relative to diurnal activity. In diurnally active persons, ordinarily SBP and DBP begin to rise just before the end of nighttime sleep, showing peak or near peak levels in the morning or early afternoon; they remain elevated until late evening when they begin to decline, reaching lowest levels during sleep. Nondipping and rising SBP and DBP 24-h patterns are becoming more prevalent. Persons who are obese, have metabolic syndrome and/or diabetes, and those who are elderly, have a sleep-disorder, or have hypertension secondary to an existing medical condition are likely to have an attenuated decline of SBP and DBP (i.e., less than expected 10–20% decrease during nighttime sleep relative to daytime activity) or even experience highest SBP and DBP during sleep. Finally, some persons (extreme dippers) exhibit greater than 10–20% decline in the sleep-time SBP and/or DBP. Abnormal, in particular nondipping and riser, SBP and DBP 24-h patterns are risk factors for cardiovascular disease, as discussed in the text, and can only be diagnosed by 24-h ABPM; clinic cuff assessments done during daytime office hours are indicative only of SBP and DBP at that specific time of the day, and even these values may not be properly representative, since many patients are stressed by the clinical setting causing BP to rise above true values (Michael Smolensky, unpublished)
The BP profile of secondary hypertension, i.e., hypertension that is the consequence of another medical condition, such as renal insufficiency, diabetes, sleep apnea, congestive heart failure, and salt sensitivity, however, often is very different. Typically, there is blunting of the nocturnal decline or even increase in BP during sleep relative to daytime activity. Differences in the extent of circadian variation and phase of BP rhythmicity in primary compared to secondary hypertension complicate the differential diagnosis of normotension versus hypertension when based solely on a few daytime measurements made in the clinic, since seldom, if ever, are they representative of the SBP and DBP levels at other times of the day and night. Use of around the clock ABPM is required to make the correct diagnosis – normotension or daytime, night time, or 24-h hypertension or hypotension – and avoid “white coat” effects (nonrepresentative elevated SBP and DBP values due to novelty or anxiety effects of the clinical setting) and masked hypertension (lower than usual SBP and DBP values in the clinic than typical at work and/or home due to stresses external to the doctor’s office).

13.5.1.3 Other Routine Clinical Diagnostic Tests

A broad variety of other medical tests can also be affected by body rhythms. Intraocular pressure, measured to make the diagnosis of intraocular hypertension (glaucoma), is circadian rhythmic. In diurnally active persons, intraocular pressure is typically highest nocturnally, between 02:00–04:00, and lowest in the afternoon [53, 54]. The insulin response to the standard oral glucose tolerance tests (GTT) is greater, resulting in lower blood sugar concentrations, when performed in the morning than evening [55, 56]. The findings of certain hematology, coagulation, and hormone studies can vary greatly with the time during the 24 h of blood sampling as discussed in the next section. Although the emphasis of this illustrative discussion has been upon the CTS, day of the menstrual cycle and month of the year may additionally affect the findings of some diagnostic tests.

13.5.1.4 Chronobiologic (Rhythm-Qualified) Chemical Laboratory Reference Values

A clinical measurement for a laboratory sample obtained at one given time of the day, month, or year constitutes only a very limited spot check, since the variable may be rhythmic across several frequencies modulated by environmental factors, which for some variables may explain the great variability encountered in the free-living human population and, in turn, the large range of values considered normal in laboratory medicine diagnostics. In laboratory medicine, biological rhythms represent both a challenge and an opportunity for improved diagnostic accuracy, in addition to better assessment of drug tolerance and therapeutic efficiency. In the case of high amplitude rhythms, time qualified (with regard to biological rhythms) reference ranges are required to make the correct clinical diagnosis. This is because the value obtained at one time of sampling may be above, at, or below a conventional
“reference range” established around a nonperiodic postulated homeostatic “middle value.” In addition to improving diagnostic accuracy by establishing time qualified reference values, the parameters of biological rhythms as such may contribute a set of additional reference values describing the human time organization, such as phase and amplitude, so as to allow recognition of temporal changes that may be related to functional disturbances and pathology as well as adverse drug effects.

Establishment of Chronobiologic Reference Values

A number of biological and environmental factors have to be considered in establishing representative chronobiologic reference values, some of which pertain to the establishment of conventional laboratory medicine values [57, 58]. However, some are especially important in regard to chronobiologic investigations, as detailed elsewhere [59]. Chronobiologic reference values have to be derived from clinically healthy subjects comparable in their population characteristics with the studied subjects or patients, and they have to be obtained under comparable conditions. Time-qualified reference ranges, so-called chronodesms [60], can be developed for a single individual by repeated measurements over numerous periods, or they can be determined for groups of comparable subjects by repeated measurement of individuals over a single or limited number of periods (Fig. 13.5).

Choice of peer population will determine the validity of the reference range for a given individual when using a group chronodesm for a given laboratory variable. The number of subjects required for a valid reference population will vary from variable to variable with the prominence and stability of the rhythm, extent of compatibility of the reference group with the subjects to be studied, and degree of desired statistical power for decision making [59, 61, 62]. Depending upon the Gaussian and (very often) non-Gaussian distribution of the data, reference range limits are presented in parametric or nonparametric statistics, e.g., percentiles or confidence and/or tolerance intervals. Time qualified reference ranges in different populations and in different geographic locations and for different frequencies have been presented as chronograms (graphic time plot of data) and/or in their statistically quantified rhythm parameters by numerous investigators [63–76].

Chronobiologic Reference Values for Accurate Medical Diagnoses

Chronodesms coupled with optimal sampling protocols are indispensable for making the correct diagnosis of medical conditions and disease states. For example, to diagnose adrenal insufficiency, which is characterized by abnormally low plasma cortisol concentration, it is inappropriate to sample blood late at night from habitually day-active subjects. As shown by the chronodesm of Fig. 13.5 for plasma cortisol of healthy subjects, cortisol values are minimally detectable at this time of day. Blood samples that are drawn in the morning, when cortisol is highest, will be of greatest diagnostic utility. Likewise, it would be inappropriate to conduct a diagnostic test for Cushing’s syndrome, which is characterized by excessive plasma
Cortisol concentration due to adrenal hyperfunction, by drawing blood samples in the morning when hormone concentration is normally highest. Samples drawn late in the evening will best reveal the correct diagnosis.

**Fig. 13.5** Circadian chronodesm of plasma cortisol. *Top:* Individual chronodesm in a clinically healthy, diurnally active young adult woman sampled at 20-min intervals over a single 24-h span (72 blood samples in total). Shown is the calculated tolerance interval (determined separately for each 3-h span of the 24 h), indicating the limits within which 90% of measurements is expected to fall with 90% confidence. *Bottom:* Group circadian chronodesm (based on study of a group of diurnally active 15–21-year-old women sampled at 20-min intervals during a single 24-h span). The group circadian chronodesm shows a wider range in the time-qualified tolerance intervals, reflecting individual variation in mesor, amplitude, and/or acrophase of the cortisol circadian rhythm. Background gray shading indicates conventionally considered normal range of plasma cortisol values. In both individual and group chronodesms, the same plasma cortisol value, e.g., ~7 µg/dl (represented by asterisks), when evaluated without regard to the time of sampling relative to the person’s sleep–wake synchronizer routine could be below, within, or above the “usual time-qualified range” of normal. Black and white portions of bottom time axis indicate usual span of subjects’ nighttime sleep and daytime activity from whom the cortisol data were obtained (figure constructed from data of Haus and Touitou [59]).

Chronicbiologic Reference Values for Assessing Abnormalities of Period, Phase, and Peak Time

Parameters of biological rhythms, in particular, period, phase, and amplitude, constitute additional references of the time of organization of an individual or a group of subjects. The first step in the evaluation of biological rhythms is inspection
of chronograms of the raw data plotted as a function of time. The data of Fig. 13.6 were derived from a group of diurnally active, clinically healthy residents of Minnesota, USA. The temporal variation and waveform can easily be recognized in each of the five different blood cell parameters routinely assessed in patient care. Analysis of variance and t-tests indicate only whether time is a statistically significant source of variation. The period of a rhythm can be determined from sufficiently long time series of repeated measurements using periodogram analysis, which can be applied to equal [77–79] or unequal interval [62, 80] data series. Power spectrum analysis can also be used for rhythm detection and validation of period, however, only for equal-interval data series [81, 82].

Curve fitting procedures are typically used in chronobiology to identify the rhythm’s period by determining, using least squares techniques, the cosine waveform best approximating the time series data and also to derive its peak time (acrophase) and amplitude. “Cosinor” procedures of this nature, introduced and developed by Halberg [83, 84], are suitable for the detection of rhythms in relatively short and noisy time series, even if the data are of unequal interval. However, these methods have limitations [59, 62, 80]. If rhythm parameters like phase and amplitude and their alterations are to be used as quantitative endpoints in single subjects, there may be substantial sampling requirements [59, 61]. The Population Cosinor procedure summarizes rhythm parameters obtained for different individuals belonging to the same population [84, 85] and enables derivation of confidence intervals (95% or other) relating to the entire population. Moreover, rhythm parameters obtained by the Population Cosinor procedure for different groups of individuals, i.e., healthy versus diseased, treated versus nontreated, men versus women, etc., can be compared statistically [86].

Acrophases and amplitudes (with 95% confidence intervals) derived by the Population Cosinor procedure for the blood cell rhythms of Fig. 13.6 are presented in Fig. 13.7. Acrophases of the red blood cell variables occur around midday, while those of the white blood cell variables occur in the early or late evening. Amplitude of the rhythmic variation, i.e., total peak-to-trough difference, derived by the Population Cosinor procedure is rather small. The full extent of the circadian variation only comes to the fore by comparison of the actual values at the peak and trough of the 24-h patterns. When this is done, the range of variation in the raw data (highest value/lowest value × 100) is much more striking, especially in circulating polymorphonuclear leukocytes and lymphocytes (Table 13.2). Ignoring this clinically and highly significant range of variation can lead to diagnostic and therapeutic mistakes.

Urinary variables are also useful as marker rhythms of the CTS. Urinary sampling is advantageous for variables that show high-amplitude pulsatile or ultradian variation, since they are integrated over the time-interval of sampling. Urinary sampling can be accomplished in babies (by collection vessels fixed to the skin), children, and middle-aged adults by collection of sequential spontaneous voidings. However, it may not be appropriate for elderly subjects who are prone to urinary retention. A weakness of urinary sampling to derive marker rhythms of the CTS is the slight phase difference between the urinary and plasma circadian
rhythms of some variables, which in certain cases may be a function of the duration of the intervals between sample collections. A urinary variable which can be used as a reliable phase reference for CTS is the main metabolite of the pineal hormone melatonin, 6-sulfatoxy-melatonin [87–89], which in diurnally active individuals consistently shows highest concentration during the night (Fig. 13.8). The first morning urine contains the major amount of 6-sulfatoxy-melatonin excreted during the 24 h [90, 91]. However, this biomarker can be altered by exposure to artificial (greater than dim level intensity) light at night, even when asleep, thereby limiting its usefulness in lighted environments [92].

![Graph showing circadian rhythm of circulating neutrophils, lymphocytes, monocytes, platelets, and eosinophils in clinically healthy men and women (24 ± 10 years of age). A total of 150 diurnally active, Caucasian subjects (79 men and 71 women) were sampled every 4 h for 24 h, except in the case of platelets, when 55 subjects (30 men and 25 women) were sampled. Chronograms (time plots) show average count (±SEM) for each variable, except eosinophils, was lowest at 08:00 and highest at night or during sleep. Peak in eosinophils occurred at 04:00 and trough at 12:00. Black and white portions of bottom time axis indicate usual nighttime sleep and daytime activity routine of subjects (figure redrafted using data from Haus and Touitou [374]).]
The constituents of saliva are also suitable for use as marker rhythms of the CTS, and saliva can even be sampled in babies while asleep. Numerous saliva solutes mirror their plasma concentration, while others are salivary gland secretory products. Steroid hormones can be measured in saliva [72, 93], with the acrophase of salivary cortisol and/or melatonin serving as useful circadian phase markers [94], as shown in Fig. 13.8. There are, however, some peculiarities in the collection and

![Acrophase ± 95% CI](image)

**Fig. 13.7** Circadian acrophase with 95% confidence interval (95% CI) and double amplitude (entire peak-to-trough 24-h variation) expressed as percent of MESOR for hematologic parameters, circulating blood cells, and platelets of the same group of 150 clinically healthy adults as in Fig. 13.6. Mesor, amplitude, and acrophase determined by population mean Cosinor procedure. Acrophase chart (center) indicates the peak time (with 95% CI) of the group circadian rhythm for each variable and amplitude chart (right) indicates the extent of group circadian (peak-to-trough) variation relative to the group 24-h mean (MESOR) +95% CI. Black and white portions of time axis for acrophase at bottom of center plot indicate usual span of nighttime sleep and daytime activity of subjects (figure drawn from data of E. Haus)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Peak–trough difference</th>
<th>% Range of change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean ± SD</td>
<td>Range</td>
</tr>
<tr>
<td>Total White Blood Count</td>
<td>2,400 ± 1,000</td>
<td>400–6,100</td>
</tr>
<tr>
<td>Total neutrophils</td>
<td>1,840 ± 1,028</td>
<td>480–7,186</td>
</tr>
<tr>
<td>Adult neutrophils</td>
<td>1,567 ± 856</td>
<td>330–6,347</td>
</tr>
<tr>
<td>Bands</td>
<td>563 ± 350</td>
<td>56–1,790</td>
</tr>
<tr>
<td>Lymphocytes</td>
<td>1,616 ± 770</td>
<td>331–5,556</td>
</tr>
<tr>
<td>Monocytes</td>
<td>366 ± 167</td>
<td>80–974</td>
</tr>
<tr>
<td>Eosinophils</td>
<td>230 ± 110</td>
<td>40–816</td>
</tr>
<tr>
<td>Basophils</td>
<td>105 ± 57</td>
<td>0–390</td>
</tr>
<tr>
<td>Platelets (×10³)</td>
<td>54 ± 32</td>
<td>12–198</td>
</tr>
</tbody>
</table>

Table 13.2 Extent of circadian variation for peak-to-trough difference in blood cell counts (cells × 10³ mm⁻³) in terms of the mean ± SD and absolute range of difference among individuals (left side of table) and also (right side of table) mean ± SD for percent range of change [highest count – lowest count]/lowest count × 100 and % range of change among individuals for circulating leukocytes (173 healthy diurnally active adults subjects) and platelets (87 healthy diurnally active adult subjects) over a 24-h span

Variation observed between individuals is due to differences in circadian timing rather than amplitude of temporal variation (table constructed from data of Haus and Touitou [374])

The constituents of saliva are also suitable for use as marker rhythms of the CTS, and saliva can even be sampled in babies while asleep. Numerous saliva solutes mirror their plasma concentration, while others are salivary gland secretory products. Steroid hormones can be measured in saliva [72, 93], with the acrophase of salivary cortisol and/or melatonin serving as useful circadian phase markers [94], as shown in Fig. 13.8. There are, however, some peculiarities in the collection and
use of saliva measures for chronobiologic studies, for example, whether samples are collected by natural flow or stimulation, which have to be understood to obtain meaningful results and avoid pitfalls [59].

In accessible tissues, the study of clock gene expression profiles allows direct access to an individual’s circadian phenotype and CTS phasing. Circulating blood mononuclear cells (PBMC) show robust cycling of circadian clock genes [95–99], which are phase-adapted to habitual sleep timing [95, 97], but altered in patients with circadian sleep disorders [98] and cancer [100]. The circadian clock in the PBMC represents a peripheral oscillator usually linked, presumably by humoral
factors, to the central brain (SCN) oscillator, thereby representing an integral marker of the CTS. Alteration of the phase relationship between the central brain clock and PBMC peripheral clock has not been reported in human subjects. Development of a rapid, inexpensive means of determining clock gene expression in PMBC would be useful to identify stages of the circadian clock.

Chronobiologic Reference Values for Drug-Delivery Systems and Outcomes Assessment of Chronotherapy Trials

Identification of rhythm stage (biologic time) at a given astronomic time, e.g., clock hour, day of week, etc., may be of importance in choosing the time for optimizing desired and/or minimizing adverse drug effects. Marker rhythms are used to denote the stage of a patient’s endogenous time organization. Habitual awakening and bed times are the simplest, noninvasive, and least expensive markers of the CTS. Body temperature and activity circadian rhythms, which can be easily measured by noninvasive automatic instrumentation, are other useful markers of the CTS [101, 102].

A variety of circadian marker rhythms are useful to evaluate the outcomes of drug-delivery systems. For example, substitution therapy for adrenal insufficiency conventionally entails oral cortisol administration (25–35 mg/24 h), with or without 9-α-fluorocortisol. Taking the daytime activity–nighttime sleep cycle as the marker rhythm of reference for the CTS leads to the expectation that plasma cortisol be highest in the morning (Fig. 13.5). Cortisol substitution therapy entailing the typical three equal doses per day (at breakfast, lunch, and dinner/bedtime) homeostatic-type schedule greatly alters the CTS from normal relative to pertinent urinary circadian marker rhythms (Fig. 13.9). The acrophases of the circadian rhythm of grip strength and urine concentrations of 17-hydroxycorticosteroids (metabolite of cortisol), 17-ketosteroids (metabolite of sex hormones), potassium, and sodium are abnormally displaced to later phasing by up to 6 h. In contrast, when therapy is applied so most, i.e., 2/3 or 3/4, of the daily dose is ingested in the morning and the rest at bedtime, so as to mimic the normal circadian rhythm of plasma cortisol, the CTS is normalized with reference to the circadian urinary and strength (grip strength) marker rhythms, and patient performance status is best improved [103].

Another example concerns chronic synthetic corticotherapy for inflammatory conditions such as rheumatoid arthritis and bronchial asthma. Determining the best circadian time of methylprednisolone (MP) administration, qualified by minimizing adrenal suppression as an adverse effect, can be judged using time qualified reference values provided by the circadian rhythm of urinary 17-hydroxycorticosteroids. Single 4-h MP infusion at a rate of 660 μg/h between midnight and 04:00, the approximate trough time of the circadian rhythm of cortisol in day-active persons, results in profound adrenal suppression (Fig. 13.10). In comparison, MP infusion in twice the dose, i.e., as an 8-h infusion, between 08:00 and 16:00 causes no adrenal suppression. Finally, 4-h MP infusion commencing either at 04:00
or 16:00 results in intermediate level of adrenal suppression [104]. Table 13.3 also shows how the plasma cortisol time qualified reference 08:00 h concentration can be used to assess differences in patient tolerance (absence of plasma cortisol suppression) according to tablet triamcinolone (8 mg/24 h) drug delivery schedule [105]. Accordingly, the first chronotherapy widely applied in clinical medicine, in the 1960s, was the alternate day, morning time schedule of MP tablets [106]. The original clinical trials showed that this MP chronotherapy resulted in significantly better patient tolerance, i.e., reduced adverse effects, and high therapeutic benefit. Recently, a European pharmaceutical company introduced a new chronotherapy,

<table>
<thead>
<tr>
<th>Variable</th>
<th>Acrophase (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physiologic Measures</td>
<td></td>
</tr>
<tr>
<td>Rectal Temperature</td>
<td></td>
</tr>
<tr>
<td>Heart Rate</td>
<td></td>
</tr>
<tr>
<td>Grip Strength</td>
<td></td>
</tr>
<tr>
<td>Urinary Measures</td>
<td></td>
</tr>
<tr>
<td>17-OHCS</td>
<td></td>
</tr>
<tr>
<td>17-KS</td>
<td></td>
</tr>
<tr>
<td>Potassium</td>
<td></td>
</tr>
<tr>
<td>Sodium</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 13.9  Circadian acrophase chart with 95% confidence intervals (95% CI) for several physiologic variables in diurnally active (~07:00 to ~23:00) healthy subjects and patients with adrenal insufficiency (AI) treated by different cortisol substitution schedule. Urine and biological measurements were collected at ~4-h intervals during 48-h study spans when following a self-selected diet. Acrophases of circadian rhythms in grip strength and urinary excretion of 17-OHCS (urinary metabolite of cortisol), 17-KS (urinary metabolite of adrenal androgens), K⁺, and Na⁺ in patients treated with three equal doses of cortisol (Schedule B, homeostatic substitution schedule: ingestions at roughly equal intervals – 08:00, 13:00, and 20:00) show abnormal phasing, with acrophases lagging by ~6 h behind those of controls and giving rise to a misaligned and biologically inefficient circadian time structure. In contrast, treatment of the same patients with 2/3 or 3/4 (Schedule A, chronotherapy substitution schedule:) of the daily cortisol dose at 07:00 and the remaining fraction at 23:00 preserves the circadian time structure, i.e., circadian acrophases of rhythms in these same variables are comparable to those of healthy subjects. Black and white portions of bottom time axis indicate usual span of nighttime sleep and daytime activity of the AI patients and healthy controls (drawn using data of Reinberg et al. [103]).
a delayed release synthetic corticosteroid dosage form designed for ingestion at bedtime to achieve highest serum concentration in the morning so as to minimize or avoid completely the adverse effects of this class of medications [107, 108].

Time qualified reference values might also be useful for the development of future biomimetic drug delivery systems. For example, the circadian rhythm of tumor necrosis factor-alpha (TNF-α) seems to be a key biomarker for timing methotrexate (MTX) chronotherapy for rheumatoid arthritis [109]. Cytokines play an important role in the pathogenesis of rheumatoid arthritis and show 24-h rhythms, both in animal models and patients. Studies on animal models, which develop autoimmune disorders that share similarities with human rheumatoid arthritis, found MTX administration exerted best effect when synchronized
with the TNF-α 24-h rhythm [109, 110]. Specifically, in the MRL/lpr mouse animal model, inflammation and TNF-α were best reduced when MTX dosing coincided with the circadian time of TNF-α increase. These findings have been trialed in an initial small pilot study on rheumatoid arthritis patients. Patients were transferred from the standard MTX three times/week treatment schedule, entailing dosing after breakfast and supper on day 1 and after breakfast day 2, to a chronotherapy schedule, entailing the same dose and number of treatments/week but with the MTX administration times changed to bedtime on treatment days so as to coincide with the expected TNF-α rise time. Disease activity scores and health assessment questionnaire ratings were significantly improved by the chronotherapy MTX schedule. Significant symptom relief was observed in 41.2% of patients, and 23.5% of patients achieved clinical remission without significant adverse effects [109, 110]. This example illustrates the value of time qualified reference criteria as circadian rhythm biomarkers of disease activity in animal modeling and patient studies to improve therapeutic outcome and to potentially develop chronotherapeutic drug delivery systems.

### Table 13.3

<table>
<thead>
<tr>
<th>Triamcinolone dosing regimen (8 days)</th>
<th>08:00 baseline*</th>
<th>08:00 final*</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 mg daily at 08:00</td>
<td>20.2 ± 1.0</td>
<td>19.1 ± 1.6</td>
</tr>
<tr>
<td>8 mg daily – 2 mg/divided (breakfast, lunch, dinner, bedtime)</td>
<td>21.5 ± 1.4</td>
<td>9.0 ± 2.1$^|$</td>
</tr>
</tbody>
</table>

Ingestion by diurnally active adults of the entire 8 mg daily dose of triamcinolone for 8 consecutive days in the morning at 08:00, the expected peak time of the plasma cortisol circadian rhythm, results in no adrenal suppression. In contrast, ingestion by the same subjects on another occasion of the same total 8 mg daily as an equal-dose, equal-interval homeostatic-type regimen, consisting of 2 mg with breakfast, 2 mg with lunch, 2 mg dinner, and 2 mg before bedtime, for the same duration of 8 consecutive days, results in very considerable adrenal suppression as an adverse effect. Dosing of the entire daily dose of synthetic corticothterapies in the morning, at the start of the diurnal activity span, minimizes the risk of adrenal suppression and other potential adverse effects of this medication class (table constructed using data of Grant et al. [105])

*Plasma cortisol (µg/dl), mean ± SE of six men
$^p < 0.05

Other Than Circadian Time-Qualified Reference Values

This chapter emphasizes circadian as well as short-period oscillations. In many, but not in all, periodic variables of clinical interest and of potential importance for timed drug delivery, the circadian rhythm is of highest amplitude [59, 68, 111]. However, circadian rhythms are modulated by superimposed rhythms of higher frequencies as well as pulsatile variations which may lead to spurious results and aliasing. Some variables exhibit rhythms of ~7 days (circaseptan) or multiples thereof. An acrophase chart of circaseptan rhythms of some laboratory variables is shown in Fig. 13.11. In the immune system, in particular, a prominent circaseptan periodicity determines in part the host response to introduced antigen,
e.g., in transplantation biology [112, 113]. Circadian/infradian (bioperiodicities >28 h) interactions in the effect of chemical carcinogens also have been identified in animal studies [114, 115]. Circaseptan rhythms in drug effects should be expected in human beings and may be of importance in some settings, but they have yet to be much explored.

### 13.6 Rhythm-Dependent Patterns of Acute and Chronic Medical Events and Conditions

Many biological and chemical processes inherent to disease pathophysiology are rhythmic, giving rise to multifrequency temporal patterns in morbid and mortal events and symptom intensity. In general, circadian patterns in disease have been substantiated by cross sectional, population based epidemiology investigations and by both cross-sectional and longitudinal clinical case series studies.
13.6.1 Circadian Rhythms in the Manifestation and Severity of Disease

The manifestation and severity of many acute and chronic medical conditions and the occurrence of several life threatening medical events exhibit rather precise timings as depicted in Fig. 13.12. Gout [116, 117], gallbladder [118], renal [119], fibromyalgia [120, 121], and PUD (peptic ulcer disease) attacks [122] are most frequent late at night or initial hours of sleep. Acute pulmonary edema [123], congestive heart failure [124], bronchial asthma and COPD (chronic obstructive pulmonary disease) [125, 126], atopic dermatitis [127], claudication of the legs [128], vagontic atrial fibrillation [129], and nocturia [130] manifest or worsen nocturnally as do sleep apnea [131], restless leg syndrome and periodic limb movement disorders [132], and BP elevation of secondary hypertension [133]. Sudden infant death (SIDS) [134], allergic rhinitis, acute of upper respiratory infectious disease [50, 135, 136], and rheumatoid arthritis [137] are either most intense overnight or in the morning. Migraine headache [138, 139], angina pectoris
ventricular arrhythmia [129], acute myocardial infarction [142], sudden cardiac death [142, 143], ischemic and hemorrhagic stroke [144], fatal pulmonary embolism, and hypertensive crises [145, 146] are most frequent in the morning, as are the symptoms and crises of certain other cardiovascular disease (CVD) conditions, such as adrenergic fibrillation [129], aortic aneurysm rupture, third degree atrial–ventricular heart block, and acute arterial limb occlusion [129]. Depression is most severe in the morning [147, 148], as are alcohol and tobacco cravings [149, 150]. Symptoms of osteoarthritis (OA) worsen during the course of daily activity, typically being most intense in the evening [151, 152]. Perforated and bleeding ulcer is reported to be most common in the afternoon [153, 154], and intraocular pressure of glaucoma rises to peak level during sleep [155, 156]. Some seizure disorders are triggered by specific sleep stages and/or transitions between sleep and wakefulness [157, 158]. Finally, advanced and delayed sleep phase disorders (ASPD and DSPD) manifest in the early evening and middle of the nighttime, respectively [159].

13.6.2 Medical Conditions Manifesting as a Disrupted CTS

It is assumed, even by seasoned chronobiologists, that the CTS is normal and more or less comparable among human beings, excluding differences in phasing seen in the small proportion of extreme morning and evening chronotypes. This assumption is not always valid. Some persons exhibit significant alteration and disruption of the CTS without negative effects, while others are significantly affected, suggesting there may be genetic differences in tolerance to disruption of the CTS, thus the need to develop special therapeutic interventions to reset it to normal.

Certain sleep disorders are directly representative of abnormalities of the circadian time-keeping system [160, 161]. For example, DSPD syndrome is characterized by severe sleep onset insomnia. Typically, sleep is impossible to achieve until 03:00 or later in affected children and adults, and consequently there is great difficulty in awakening the next morning at the normal time. The underlying mechanism of DSPD may be abnormal sensitivity to evening light, causing the clock controlling the sleep–wake cycle to reset to a later time by means of a phase response mechanism [162]. ASPD is characterized by early evening sleep onset, as early as 19:00–20:00 and very early morning awakening. The underlying mechanism of ASPD in some individuals and families involves a genetic difference in the circadian time keeping system [163]. Non-24-h sleep–wake syndrome, a relatively uncommon condition, is characterized by free-running of the activity–rest rhythm from the normal 24-h period. Diagnostic studies show sleep-onset and sleep-offset times from one day to next are progressively delayed in some patients and advanced in others by as much as ~2 h. The period of the inherited biological clock controlling the sleep–wake cycle is abnormal in these individuals, being as long as 26–27 h in some patients and as short as ~23 h in others.
Shift work intolerance is a medical condition that may be manifested in career rotating or permanent night shift workers, typically around the age of 45–50 years. It is characterized by poor quality and inadequate duration of daytime sleep when on the night shift, mild to severe depression and/or irritability, compromised work performance, digestive or PUD, and often hypertension [8, 9]. It appears that the pathology of this condition involves CTS desynchronization, with the period, amplitude, and staging of circadian rhythms altered significantly [164]. Transfer of affected employees from shift to day work will eventually alleviate the disrupted CTS and the associated medical complaints. Currently, no so-called chronobiotics, medications or other interventions capable or resetting and normalizing the CTS are known. Although melatonin and bright-light therapy, depending on their biological timing, are able to shift (delay or advance) or stabilize the CTS in a phase response manner (Fig. 13.3), they are yet to be endorsed by the medical community to treat shift work intolerance.

Blind individuals, who are unable to perceive environmental synchronizing light cues, often show desynchronized CTS, and manifest free running circadian rhythms, chronic sleep problems, and depression. A series of studies have found that physiologic low dose melatonin administered at the right circadian phase can, over time, restore normal CTS to totally blind persons and relieve medical complaints [40, 165]. It is of interest that certain mood disorders, such as seasonal affective mood disorder (SAD), premenstrual dysphoric disorder (PMDD), and even regular endogenous depression, have been associated with abnormalities of the circadian time keeping system [166–169].

### 13.7 Chronopharmacology: Biological Rhythms and Medications

The biological time when medications are administered may affect their pharmacokinetics (PK) and pharmacodynamics (PD), no matter their route of delivery.

#### 13.7.1 Chronopharmacology: Definition and Concepts

*Chronopharmacology* is the study of the manner and extent to which the PK and PD of medications are affected by endogenous biological rhythms, and also how the time of dosing affects biological time keeping and CTS, i.e., period, level, amplitude, and phase [20, 170–174]. The concept of chronopharmacology is in direct conflict with that of homeostasis. The theory of homeostasis promotes as a major goal for drug delivery systems constancy in medication levels, since it is assumed that constancy in drug levels translates to constancy in drug effects and avoidance of adverse effects. The fields of chronopharmacology and chronotherapy
challenge these long held concepts and goals. Indeed, numerous studies clearly indicate the time of ingestion, inhalation, injection, infusion, or cutaneous application of medications, especially with reference to circadian rhythms, can affect PK and PD, and sometimes markedly.

13.7.2 Chronokinetics

Chronokinetics refers to dosing-time (i.e., biological rhythm) dependent differences in absorption, distribution, metabolism, and elimination of medications [20, 170, 171]. This is revealed, for example, by administration time differences in PK parameters of various types and classes of therapeutic agents, including time to peak concentration, peak height, elimination rate, volume of distribution, and area under the time–concentration curve [20, 175–178]. These differences result from circadian rhythms in gastrointestinal pH affecting drug dissolution plus circadian rhythms in gastric emptying, motility, and blood flow affecting the rate, and sometimes amount, of drug absorption [179]. Circadian rhythms in hepatic blood flow and enzyme activity affect drug biotransformation and metabolism. Hepatic and kidney rhythms, in bile function and flow and renal glomerular filtration and tubular function, affect drug elimination [175]. Many examples of dosing time differences in the PK of commonly prescribed medications can be found in previous published reviews [176, 178, 180].

13.7.3 Chronodynamics

Chronodynamics refers to dosing time (i.e., rhythm dependent) differences in the effects of medications that cannot be attributed to their PK [20, 170]. Such administration time differences result from rhythms in free versus bound drug fraction, number and conformation of drug-specific receptors, second messenger and ion channel dynamics, and rate limiting steps in metabolic pathways [20, 181]. Beneficial and adverse effects of medications may both vary significantly according to their administration time.

Many examples of chronodynamics can be cited. One is the differential effect of constant rate infusion of H2-receptor blocker medication during the 24 h. Gastric acidity exhibits significant circadian rhythmicity, both in healthy subjects and peptic ulcer patients. Under fasting condition, basal (nonfood stimulated) gastric hydrogen ion concentration of diurnally active subjects is higher around and just after bedtime at night than in the morning when awakening (Fig. 13.13a) [122]. Constant rate 24-h infusion of therapeutic doses of the H2 antagonist famotidine exerts differential day–night efficacy, i.e. suppression of gastric acid secretion (Fig. 13.13b) [179]. Drug effect is attenuated in the evening and at night, indicating partial resistance to H2-receptor blockade at this time [182–184].
Fig. 13.13 (a) Circadian pattern in basal (fasting) gastric acid secretory rate in 14 active healthy (closed circles) and 21 diurnally active, peptic ulcer disease (closed squares) subjects. Dashed horizontal line represents mean 24-h secretory rate for ulcer group (5.76 ± 0.98 mEq H⁺/hr) and solid horizontal line represents mean rate for healthy group (4.12 ± 0.40 mEq H⁺/hr). Note reduced morning and elevated evening gastric acid secretory rate in both groups. Black and white portions of bottom time axis indicate subjects’ usual span of nighttime sleep and daytime activity (figure redrawn using data of Moore and Halberg [122]). (b) Median 24-h intragastric pH profiles of 12, ordinarily diurnally active, fed duodenal ulcer patients. Dashed line represents control (placebo) 24-h study; solid line represents IV continuous infusion of H₂-receptor antagonist famotidine at a rate of 3.2 mg/h for 24 h; dash–dot line represents IV continuous infusion of famotidine to same subjects at a higher rate of 4.0 mg/h for 24 h. Meals and drink are shown at bottom by arrows: L = lunch, T = tea, D = dinner, and S = snack. In spite of constant infusion of the H₂-receptor antagonist, intragastric pH exhibits pronounced decline (higher acidity) commencing late afternoon/evening and lasting to the initial hours of usual sleep span, when pH is lowest (placebo curve) and rate of gastric acid secretion is highest (as shown in Fig. 13.13a). Black and white portions of bottom time axis indicate subjects’ usual nighttime sleep and daytime activity spans (figure redrawn using data from Moore and Merki [179]).
A second example is the differential anticoagulant effect during the 24 h of constant rate infusion of standard (nonlow-molecular weight) heparin on deep vein thrombosis patients [185, 186]. The effect may be too great overnight, posing risk of hemorrhage, while in the morning it may be subtherapeutic, risking aggravation of the medical condition (Fig. 13.14). These circadian rhythm dependent effects are also found when heparin is administered by other routes [187].

Other examples involve oral dosage forms. For example, clinical trials of nonsteroidal anti-inflammatory drugs (NSAIDs) demonstrate better therapeutic effect on the characteristic morning symptoms of pain, stiffness, and inflammation of rheumatoid arthritis and with less side effects when ingested in the evening or at bedtime than morning [188]. On the other hand, NSAIDs are more effective in reducing the characteristic afternoon and evening peak intensity of OA symptoms when ingested in the morning or around lunch time, although with elevated risk of adverse events compared to evening dosing [188].

Another important set of examples, given the large number of people worldwide diagnosed with hypertension, e.g. an estimated 63 million in the USA and 163 million in China, are the differential ingestion time dependent effects of BP-lowering monotherapies, including angiotension converting enzyme inhibitors (ACEIs), angiotension receptor blockers (ARBs), calcium channel blockers (CCBs), β-blockers, α-blockers, and diuretics [189]. As shown in Table 13.4, the average enhancement relative to baseline of the bedtime versus upon-awakening regimen of the diuretic torasemide (5 mg/day) amounted to 8.4/6.1 mmHg in the 48-h SBP/DBP means, 8.3/6.2 mmHg in the awake SBP/DBP means, and 8.2/5.5 mmHg in the asleep SBP/DBP means. Further, bedtime compared to conventional upon-awakening scheduling of the ACEIs ramipril (5 mg/day) and spirapril (6 mg/day) resulted in greater reduction of asleep SBP/DBP means relative to baseline of 9.0/7.4 and 7.1/4.0 mmHg, respectively. Finally, in two studies on different cohorts of hypertension patients, bedtime compared to conventional upon-awakening dosing of the ARB valsartan (160 mg/day) better attenuated the asleep SBP/DBP means from baseline by 9.6/5.6 and 8.2/5.8 mmHg, respectively. The differential effect of the timing of BP-lowering medications is not simply dependent on drug half life, as illustrated by findings for the long-half life (24 h) ARB telmisartan (80 mg/day) medication. When taken at bedtime, rather than upon awakening, reduction from baseline of the asleep SBP/DBP means was improved by 5.5/3.3 mmHg. The findings of studies summarized in Table 13.4 are consistent; bedtime as opposed to morning ingestion of different hypertension therapies exerts significantly greater reduction of sleep-time BP and better normalization, restoration, and preservation of the BP circadian pattern.

Normalization of sleep-time BP level seems to be a new and important clinical target for hypertension therapies for at least two reasons. First, recently completed clinical outcome studies indicate the nondipping BP pattern (i.e., absence of 10–20% decline in SBP and DBP during sleep relative to daytime levels) is associated with increased risk of injury to heart, brain, blood vessel, and kidney tissue, plus heightened 5-year risk of CVD mortality as reviewed in Portaluppi and Smolensky [190]. Second, a recently published 5.6-year clinical outcomes trial (Sect. 13.8.2.2) documents that regular ingestion of at least one BP-lowering
medication at bedtime, as opposed to ingestion of all such prescribed medications in the morning upon awakening, results in significantly better protection against heart attack and stroke [191]. Results such as these form the basis for the development of hypertension chronotherapy drug delivery systems.

A growing trend in the treatment of some medical conditions is combination therapy of two or more complementary acting medications. Polytherapies thus far developed and marketed for hypertension entail a morning-time indication with simultaneous release of both medications during the 24-h dosing interval. Rhythm dependencies in the PK and PD of the individual constituents should be suspected and may be especially important in optimizing their synergistic efficacy and safety. One illustrative example is the differential magnitude of therapeutic effect exerted by CCB amlodipine and ARB valsartan when ingested in combination in the

Fig. 13.14 Circadian variation in three measures of blood coagulation – Activated Partial Thromboplastin Time (aPTT), Thrombin Time (TT), and Factor Anti-Xa inhibition – in six ordinarily diurnally active venous thrombo-embolism patients administered unfractionated heparin by constant-rate continuous intravenous infusion for 48 consecutive hours. Initial daily dose of heparin was adjusted on an individual patient basis to maintain aPTT between 1.5 and 2.5 times the before-treatment 08:00 level. **Top**: Circadian variation in heparin effect on coagulation parameters shown in standard laboratory units. **Bottom**: Circadian variation of the same coagulation parameters after data re-expressed as percent of each subjects’ time series mean. Maximal anticoagulation effect was achieved ~04:00 and minimum effect ~08:00. Differences between night and morning values amounted to ~50% for aPTT, 60% for TT, and 40% for Factor Anti-Xa inhibition. In four patients, the nocturnal peak in aPTT exceeded the upper desired limits of anticoagulation and the heparin effect was too great, while during the wake span in some patients heparin produced too weak an anticoagulation effect. Sleep–wake pattern of group is represented at bottom of each figure; shaded portion represents nighttime sleep span and white portion represents diurnal wake span (figure drawn using the data of Decousus [185, 186])
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Summary of changes from pre-treatment baseline (in mmHg) in the 48-h, awake, and asleep systolic and diastolic BP (SBP and DBP) means by six different classes of hypertension medications when routinely ingested upon awakening versus bedtime by diurnally active adult hypertensive subjects

<table>
<thead>
<tr>
<th>Hypertension medication</th>
<th>Dose (mg)</th>
<th>Duration (weeks)</th>
<th>No. of subjects</th>
<th>Effect on 48 h SBP/DBP means</th>
<th>Effect on awake SBP/DBP means</th>
<th>Effect on asleep SBP/DBP means</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Awakening</td>
<td>Bedtime</td>
<td>Awakening</td>
</tr>
<tr>
<td>Doxazosin GITS</td>
<td>4</td>
<td>12</td>
<td>39</td>
<td>-1.8/-3.2</td>
<td>-6.9/-5.9*</td>
<td>-2.9/-3.7</td>
</tr>
<tr>
<td>Doxazosin GITS</td>
<td>4</td>
<td>12</td>
<td>52</td>
<td>-2.2/-1.9</td>
<td>-5.3/-4.5</td>
<td>-3.4/-2.9</td>
</tr>
<tr>
<td>Nebivolol</td>
<td>5</td>
<td>8</td>
<td>173</td>
<td>-13.0/-11.3</td>
<td>-12.8/-10.3</td>
<td>-14.7/-12.4</td>
</tr>
<tr>
<td>Torasemide</td>
<td>5</td>
<td>6</td>
<td>113</td>
<td>-6.4/-3.4</td>
<td>-14.8/-9.5***</td>
<td>-7.3/-3.7</td>
</tr>
<tr>
<td>Ramipril</td>
<td>5</td>
<td>6</td>
<td>115</td>
<td>-8.5/-6.2</td>
<td>-11.2/-9.5**</td>
<td>-10.1/-6.9</td>
</tr>
<tr>
<td>Spirapril</td>
<td>6</td>
<td>12</td>
<td>165</td>
<td>-8.7/-7.0</td>
<td>-9.8/-6.6</td>
<td>-9.9/-8.0</td>
</tr>
<tr>
<td>Valsartan</td>
<td>160</td>
<td>12</td>
<td>90</td>
<td>-17.0/-11.1</td>
<td>-14.6/-11.4</td>
<td>-17.0/-11.1</td>
</tr>
<tr>
<td>Valsartan</td>
<td>160</td>
<td>12</td>
<td>100</td>
<td>-12.3/-6.3</td>
<td>-15.3/-9.2*</td>
<td>-12.8/-6.6</td>
</tr>
<tr>
<td>Valsartan</td>
<td>160</td>
<td>12</td>
<td>200</td>
<td>-13.0/-8.1</td>
<td>-15.2/-10.6*</td>
<td>-13.1/-8.3</td>
</tr>
<tr>
<td>Olmesartan</td>
<td>20</td>
<td>12</td>
<td>123</td>
<td>-13.8/-11.2</td>
<td>-13.9/-10.2</td>
<td>-14.5/-12.1</td>
</tr>
<tr>
<td>Telmisartan</td>
<td>80</td>
<td>12</td>
<td>215</td>
<td>-10.6/-7.9</td>
<td>-11.7/-8.3</td>
<td>-11.7/-8.8</td>
</tr>
<tr>
<td>Nifedipine GITS</td>
<td>30</td>
<td>8</td>
<td>180</td>
<td>-9.1/-5.8</td>
<td>-12.7/-7.6*</td>
<td>-9.9/-6.4</td>
</tr>
</tbody>
</table>

Duplicate listing for doxazosin GITS and valsartan represent findings of separate studies on different groups of hypertensive subjects. Reduction of SBP and DBP from baseline, particularly, the sleep-time mean, was greater with the bedtime than morning ingestion schedule, and this dosing-time effect was independent of medication half-life. Mean enhancement of therapeutic effect relative to the pretreatment baseline by bedtime versus upon-awakening scheduling of the diuretic torasemide (5 mg/day) amounted to 8.4/6.1 mmHg in the 48-h SBP/DBP, 8.3/6.2 mmHg in the awake SBP/DBP, and 8.2/5.5 mmHg in the asleep SBP/DBP. Bedtime compared with conventional upon-awakening scheduling of the angiotensin converting enzyme (ACE) inhibitors ramipril (5 mg/day) and spirapril (6 mg/day) more effectively reduced the asleep SBP/DBP means from baseline by 9.0/7.4 and 7.1/4.0 mmHg, respectively. In two studies on different cohorts of mainly nondipper patients, bedtime, compared with conventional upon-awakening, ingestion of the angiotensin receptor antagonist (ARB) valsartan (160 mg/day) better attenuated the asleep SBP/DBP mean from baseline by 9.6/5.6 and 8.2/5.8 mmHg. Finally, the differential asleep BP mean decrease from baseline even with the long half-life ARB telmisartan (80 mg/day) ingested at bedtime compared with upon awakening amounted to 5.5/3.3 mmHg SBP/DBP. Statistical comparison of the extent of reduction in SBP and DBP means from pre-treatment baseline with morning versus bedtime medication ingestion: *p < 0.05; **p < 0.01; ***p < 0.001 (table constructed based on Smolensky et al. [189])
morning versus at bedtime [192]. Hypertension patients were randomized across one of four treatment schedules: (1) ingestion of both medications in the morning upon awakening; (2) ingestion of both medications at bedtime; (3) ingestion of amlodipine upon awakening and valsartan at bedtime; and (4) ingestion of valsartan upon awakening and amlodipine at bedtime. The BP-lowering effect upon the daytime, sleep time, and 48-h SBP and DBP means derived by ABPM was strong no matter the scheduling of the two medications in combination (Fig. 13.15). However, the synergetic effect when both were routinely ingested together at bedtime as compared to upon awakening resulted in a nearly 50% greater mean reduction in daytime BP, more than doubling of the mean reduction in sleep time BP, and more than 50% greater mean reduction in 48-h BP.

While strong BP-lowering effect is a desired clinical outcome, over-correction of BP during nighttime sleep could be problematic for certain patients, since too low nocturnal BP may increase the risk of anterior ischemic optic neuropathy in hypertensive glaucoma patients, and in elderly patients nighttime falls with bone

![Fig. 13.15 Changes from before-treatment baseline in awake (active hours), asleep (nighttime sleep span), and 48-h means of systolic blood pressure (SBP) in 203 hypertension persons after 12 weeks of differently scheduled 160 mg valsartan/5 mg amlopidine (angiotensin receptor antagonist/calcium channel blocker) combination therapy: valsartan (V) + amlodipine (A) ingested together on awakening, V ingested on awakening + A ingested at bedtime, V ingested at bedtime + A ingested on awakening, and V + A ingested together at bedtime. Different timings of the V + A combination therapy exerted statistically significant differences in effect on the awake, asleep, and 48-h SBP means. Strongest effect was exerted when V and A were ingested together at bedtime, i.e., the asleep SBP mean (relative to the pre-treatment baseline level) was reduced on average by about twice the amount compared to when V was ingested on awakening and A at bedtime or when V + A were ingested together on awakening. These findings illustrate the potential prominent circadian rhythm-dependent effect of medications used in combination and importance of such phenomena to drug-delivery (figure drawn using data from Hermida et al. [192])](image-url)
fracture and even nocturnal stroke. Obviously, the development of combination polytherapies should take into account possible strong circadian rhythm dependencies in synergetic effects of constituent medications, which might enable the use of lower doses, thereby being a potential means of reducing cost of therapy.

13.7.3.1 Administration Time Dependent Differences Between Men and Women in PD of Medications

An increasing number of reports show differences, including treatment-time ones, between men and women in the PD of various classes of medications. Women develop cough related reactions to the ACEI lisinopril three times more often than men [193]. β-Blockers tend to be less effective in women than men, particularly in stroke prevention, while diuretics may be of more value in older women because of decreased bone loss and reduced risk of hip fracture [194]. Moreover, women tend to show a stronger BP response than men to amlodipine (CCB) [195], candesartan (ARB) [196], and the combination of irbesartan (ARB)/hydrochlorothiazide (diuretic) [197].

Administration-time differences between men and women in therapeutic responses to blood pressure medications also have been detected. The first example involves low-dose (5 mg/day) amlodipine. In this as yet unpublished study lead by one of the authors (R. Hermida), 193 diurnally active hypertensive subjects, 101 men, and 93 women, were randomized to two groups; subjects of one group ingested amlodipine daily upon awakening in the morning, and those of the other group took amlodipine daily at bedtime. Subjects underwent 48-h ABPM before and at the end of treatment. Morning treatment revealed difference between men and women only in the amount of sleep time BP reduction, with the average decrease in sleep time SBP being nearly 50% greater in men than in women (Fig. 13.16). Bedtime treatment, on the other hand, resulted in a much more prominent difference in effect between men and women; average reduction of the wake-time, sleep-time, and 48-h SBP means was ~5 mmHg greater in women than men.

The second example involves the little known effect of low-dose (100 mg/daily) aspirin on SBP and DBP [198]. In a Spanish study, 130 men and 186 women with untreated mild hypertension were randomized to take aspirin either on awakening or at bedtime daily for 3 months. ABPM was performed for 48 h before and after treatment. In men who routinely ingested aspirin upon awakening, the effect relative to baseline on the awake time, sleep time, and 48-h SBP/DBP means was nil; in women aspirin slightly elevated BP levels. In contrast, aspirin ingestion at bedtime significantly reduced all SBP/DBP means, and more so in women than men (Fig. 13.17). Factors influencing the stronger response of BP to low dose aspirin at bedtime included female gender, elevated fasting glucose, and high glomerular filtration rate. This study corroborates significant administration-time-dependent effect of low dose aspirin on ambulatory BP in Spanish subjects with untreated mild hypertension, and further illustrates the significant differences between men
and women in the circadian-time-related variation in responses to medications [198]. Additional studies are needed on men and women of other ethnic/racial groups to explore potential sex and racial interactions relative to the circadian dosing time of aspirin and other classes of medications.

Fig. 13.16 Sex differences in blood pressure-lowering effects of amlopidine (5 mg) when ingested at different times of the day. Hypertensive subjects, 101 men and 93 women, were randomized to two groups; subjects of one group ingested the medication daily in the morning upon awakening from nighttime sleep, and those of the other group ingested it daily at bedtime. Subjects underwent 48-h ambulatory blood pressure monitoring (ABPM) before and after 12 weeks of treatment. Morning treatment (Top, a) revealed difference between men and women only in the amount of the sleep-time BP reduction, with average decrease in sleep-time systolic blood pressure (SBP) being ~50% greater in men than women. Bedtime treatment (Bottom, b) resulted in much greater statistically significant reduction of the wake-time, sleep-time, and 48-h SBP means, on average by ~5 mmHg, in women than men (figure drafted using the data of Hermida et al., unpublished)
The examples presented here call attention to the fact that drug-delivery systems need to be sensitive to potential differences between women and men in the circadian rhythm dependencies of the PD of therapeutic agents. However, not all medications, for example, those used to treat hypertension, are prone to circadian-time/sex interactions, for example, as demonstrated by results of studies with the ARB valsartan \[199\]. Bedtime dosing of valsartan (160 mg/day) better reduced sleep time SBP and DBP than did morning dosing and without administration time differences between women and men.

13.7.3.2 Chronotoxicology: Rhythm Dependencies in Adverse Effects of Medications

Chronotoxicology, an aspect of chronodynamics, refers to dosing-time (rhythm-dependent) differences in the susceptibility/resistance to potentially noxious exposures to biological, chemical, or physical agents, including infectious, therapeutic, and radioactive agents [200, 201]. The concept was initially demonstrated 60 years ago through a series of around-the-clock LD$_{50}$ challenge studies of different groups of rodents [202]. Circadian rhythm-dependencies of adverse
effects of medication are rarely explored in preclinical animal investigations and clinical trials. Knowledge of such dependencies comes from studies designed and conducted by chronobiologists. In humans, administration-time differences in the occurrence and severity of adverse effects have been reported, for instance, for synthetic hormone, NSAID, anticoagulant, aminoglycoside antibiotic, and hypertension medications [104, 185, 186, 188, 200, 201, 203].

One example entails the manifestation and severity of adrenocortical suppression, i.e., inhibition of cortisol synthesis and secretion, a potential undesired effect of synthetic anti-inflammatory glucocorticoid medications, such as dexamethasone, prednisolone, methylprednisolone, and triamcinolone. The risk and severity of adrenocortical suppression differ not only with dose, but also with time of ingestion, infusion, or injection of the medications, as demonstrated by a substantial number of animal and clinical studies commencing 50 years ago [50, 104, 105, 204–207]. As discussed in Sect. 5.1.4.4 and shown in Fig. 13.10 and Table 13.3, these medications are best tolerated, i.e., cause least adrenocortical suppression, when the entire dose is administered in the morning at the commencement of daily activity, which corresponds in time to the peak of the cortisol circadian rhythm. They are least tolerated, i.e., cause greatest adrenocortical suppression, when the entire or a significant portion of the daily dose is administered late in the day at supper or bedtime. These chronotoxicological findings have significantly impacted how synthetic corticosteroids are used in clinical practice. Since the 1960s, tablet MP and other such corticotherapies have been recommended as single-daily or alternate-day morning doses to minimize adrenal suppression, especially in patients requiring these potent anti-inflammatory medications chronically [106].

Other clinical examples of chronotoxicity are gastric effects caused by NSAIDs and pedal edema induced by the dihydropyridine CCB nifedipine GITS system. The likelihood of adverse gastric and neurologic effects of the slow release formulation of the NSAID indomethacin is greater when routinely ingested once-daily in the morning as opposed to evening. It is worthy of mention that discontinuance of indomethacin therapy in one large scale study was much more common when patients ingested the medication once-a-day in the morning or midday than at bedtime [188]. Risk of nifedipine-induced pedal edema varies greatly according to treatment time. In one study, the incidence of pedal edema was 13% when the medication was ingested upon-awakening, but only 1% when ingested at bedtime [208].

Medications with high risk of adverse effects and relatively narrow therapeutic range are especially prone to significant dosing time differences in patient tolerance. This is clearly exemplified by the findings of numerous circadian rhythm studies on animal models and patient trials involving cancer therapies [209–213]. Circadian chronotoxicities have been demonstrated for roughly 40 highly prescribed antitumor medications, including arabinosylcytosine, cisplatin, carboplatin, oxaliplatin, cyclophosphamide, docetaxel, doxorubicin, etoposide, 5-fluorouracil, and methotrexate. Moreover, animal studies also show vulnerability to fetal growth defects, malformations, and death due to teratogens, such as cortisone, dexamethasone, hydroxyurea, 5-fluorouracil, cyclophosphamide, cytosine arabinoside, and ethanol, can sometimes differ greatly with their circadian timing [214].
13.8 Chronotherapeutics

Collectively, the examples cited in Sect. 13.7 substantiate the importance of body rhythms in determining the extent of therapeutic effect and safety of medications. They also reveal opportunities for the design of drug delivery systems to improve both desired outcomes and patient tolerance of pharmacotherapies by taking into consideration their specific circadian chonokinetics, chronodynamics, and chronotoxicologies.

13.8.1 Definition and Concepts

Chronotherapeutics is the purposeful delivery of medications in time to meet biological-time determinants of disease pathophysiology (chronopathology) and chronopharmacology (chronokinetics, chronodynamics, and chronotoxicology) of medications to optimize outcomes and minimize/avoid adverse effects [20, 170]. Chronotherapeutics may involve improved delivery of established therapies or new medicines. In certain instances, chronotherapeutics is achieved by unequal morning and evening dosing schedules of conventional sustained release 12-h tablet and capsule systems, optimal timing of conventional once-a-day delivery systems, or application of special drug-delivery systems to proportion medications over the 24-h cycle in order to meet rhythm determined requirements. Current first generation chronotherapeutic drug delivery systems demand strict adherence by patients to recommended dosing time(s), with reference to the sleep–wake cycle, to achieve desired outcomes. Success of these chronotherapies also requires appropriate understanding by the clinical community of the concepts of chronobiology and chronotherapeutics to ensure their proper application [215].

Revision of dosing schedule, reformulation of the drug-delivery system, and use of programmable infusion pumps to deliver medications at biologically opportune times are some simple chronotherapeutic improvements that may reap enormous benefits. In some instances, chronotherapeutics may entail delivery of medication, especially endocrine and neuroendocrine analogues, in a high frequency mode to mimic the “language” of the endocrine and neuroendocrine systems. Chronotherapeutics may also entail resetting or reorganizing a disordered or desynchronized CTS by a special class of medications termed “chronobiotics,” an example of which is melatonin. Judicious choice of ingestion time of a physiologic dose of melatonin by diurnally active persons can result either in a phase advance of the CTS, when dosed in the afternoon or early evening, or phase delay, when dosed in the morning after awakening (Fig. 13.3). When properly timed, melatonin accelerates adjustment (phase shift) of the circadian system of persons rapidly displaced by aircraft across time zones and lessens the duration and severity of jet lag symptoms [92, 216].
13.8.2 Chronotherapeutics: History and Early Applications

The first widely applied chronotherapy, introduced in the 1960s, entailed alternate-day morning dosing of tablet corticosteroid MP medication [106]. Other chronotherapies have since been widely used in clinical medicine in the USA, Europe, and Asia as summarized in Fig. 13.18. These include special evening Nitroglycerin Patch (Angina), Melatonin, Melatonin Agonists, Cimetidine, Famotidine, Ranitidine, PUD, GERD, Proton-Pump Inhib Rx, H2-Receptor and HmG-CoA Rx (Cholesterol) and morning methotrexate therapy for rheumatoid arthritis. Others include bedtime NSAIDS for osteoarthritis. Sleep and activity spans are indicated, respectively, as the *darkened* and *white portions* of the circle (Smolensky and Haus, unpublished).
theophylline and β2-agonist tablet and capsule systems for nocturnal asthma [50, 217, 218], conventional evening H2-receptor antagonists and proton pump therapy for PUD [179, 219], conventional evening tablet statin medications for hyperlipidemia [220], and several delayed onset hypertension formulations [221–225]. In certain centers, based on the results of local clinical trials, some medications, for example, H1-receptor blockers, NIADS, thyroid supplementation, low-dose aspirin, and melatonin, are timed as chronotherapies.

13.8.2.1 Chronotherapy of Nocturnal Asthma

Asthma is a relatively common chronic medical condition affecting in the USA alone, an estimated 6.5 million children and 15.7 million adults. It is characterized by persistent airway inflammation, heightened airway hyperreactivity to antigens and various environmental agents, markedly reduced airway caliber, and often excessive mucus production [50]. Symptoms include dyspnea (difficulty in breathing), wheezy chest, and croupy cough. It is seldom a problem when very mild, but it can significantly affect lifestyle and well being and even be life-threatening when severe.

Asthma is greatly affected by the CTS [50]. Symptoms and attacks of breathing distress occur only at night in most cases. A large multiple center study of more than 3,000 presumably diurnally active asthma patients found crises of breathing distress 70- to 100-fold greater in number between 04:00 and 05:00, during intended nighttime sleep, than between 14:00 and 15:00, middle of daytime activity span (Fig. 13.19) [126]. Turner-Warwick [125], in a 1980s study of a large group of 7,729 noninstitutionalized British patients, reported that 94% experienced disruption of their nighttime sleep by asthma at least once per month, 74% at least once per week, 64% three nights per week, and 39% every night, even though most were medicated with equal interval, equal dose bronchodilator, and anti-inflammatory medications. Perhaps it is because asthma exhibits such an obvious and profound day–night pattern in symptom intensity that it was the first medical condition to be aggressively investigated for circadian rhythm related mechanisms and chronotherapeutic interventions.

The signs and symptoms of asthma are at least partially reversible with bronchodilator and anti-inflammatory medication, plus proper environmental control of exposure to triggering agents. The goals of asthma therapy are (a) prevention of acute and chronic symptoms during night and day, (b) maintenance of normal or near normal pulmonary function (airway caliber), lifestyle, activity, and sleep, and (c) avoidance of medication-induced adverse effects. Specific treatment algorithms have been published by medical societies and governmental agencies [50] to guide patient management and to achieve therapeutic goals, and national and international guidelines exist for grading asthma severity and implementing treatment strategies. Grading of asthma severity is based in part on the frequency of disease-induced awakenings from nighttime sleep and the mean and amplitude of the circadian rhythm in airway caliber, i.e., PEF, self-measured by the patient.
Chronotherapy of nocturnal asthma is based on the day–night pattern in the occurrence and intensity of symptoms, identified underlying rhythm dependencies, and findings that equal interval, equal dose schedules of therapy are not always optimal to avert nighttime episodes of breathing distress. A large variety of medications, such as tablet β2-adrenergic agonists, anticholinergics, tablet and capsule theophyllines, and aerosol and tablet anti-inflammatory corticosteroids have been studied for differences in their PK and/or PD as a function of the circadian time of administration [50]. Here, we illustrate the earlier developed theophylline chronotherapies for nocturnal asthma. Chronotherapies of other medications, including aerosol ones, are reviewed in detail elsewhere [50].

During the 1980s, theophylline was a first-line treatment for asthma, and although it is much less prescribed today, it constitutes a useful case study of applied clinical chronotherapeutics. Theophylline chronotherapy entails the purposeful delivery of medication in unequal amounts during the 24 h such that elevated concentration is achieved during nighttime sleep, when the risk of breathing crises is greatest, and reduced concentration occurs during daytime, when risk is lowest. The German pharmaceutical company Byk Gulden was probably the first to embrace the concept of theophylline chronotherapy. It recommended that
Euphyllin® be ingested twice daily in unequal doses, with one third the daily dose in the morning at the commencement of diurnal activity and remaining two thirds in the evening [226]. Similar asymmetric morning–evening dosing schedules have been used with other twice-daily sustained release 12-h theophylline (and also β₂-agonist terbutaline tablet [227]) preparations to better manage nocturnal asthma, and occasionally conventional twice-daily sustained release theophylline preparations were trialed as evening-only high dose chronotherapies [50]. Although asymmetrical 12-h dosing regimens improved the beneficial effects of some conventionally formulated asthma medications, they posed difficulties for patient adherence and often caused adverse effects, especially when prescribed in high dose to ensure elevated daytime as well as nighttime drug concentrations.

Several once-a-day theophylline chronotherapies, relying on special tablet and capsule (tablet or bead coating) technologies were developed during the 1980s by pharmaceutical companies in Europe and USA. Two popular ones were Euphylong® (Byk Gulden, Germany) and Uniphyl®/Uniphyllin® (Purdue Frederick, USA/Mundipharma, Germany) [217, 218]. Figure 13.20 presents the so-called steady state PK and PD of one theophylline chronotherapy ingested in the evening as recommended, relative to the PK and PD of a popular conventional slow release theophylline medication ingested twice daily at 12-h intervals as recommended [218]. The drug delivery systems and dosing schedules of this conventional medication were intended to achieve the homeostatic goal of constancy in serum theophylline concentration, while the drug delivery system and bedtime dosing schedule of the chronotherapy were intended to achieve unequal levels during the 24 h, with peak drug concentration overnight when asthma risk is greatest.

Results demonstrated that conventionally formulated theophylline preparations do indeed achieve near-constant serum drug concentration, but as shown in Fig. 13.20 they fail to avert significant nocturnal decline of airway caliber. Studies show that the greater the nighttime decline of airway patency, the greater the risk of nocturnal asthma crises [6]. Thus, the extent of nocturnal decline in PEF, a measure of airway patency and ease of breathing, is a key biomarker of the robustness of therapeutic effect of asthma medications. Theophylline chronotherapies of approximately the same dose/24 h, in contrast, achieve considerably higher serum drug concentration during nighttime sleep, while still maintaining daytime therapeutic levels. The high nocturnal serum theophylline concentration achieved by chronotherapy results in substantial moderation of the overnight decline in PEF, leading to better control of symptoms and reduced risk of nighttime asthma, without loss of daytime drug effectiveness.

13.8.2.2 Hypertension Chronotherapy

A second example of clinical chronotherapeutics entails hypertension medications. Toward the end of the twentieth century, special bedtime tablet and capsule BP-lowering medication systems were introduced that proportioned
drug concentration in synchrony with a priori assumed day–night patterning in SBP, DBP, and heart rate (HR) of hypertension patients (see Fig. 13.4). In the USA, four delayed onset, controlled release chronotherapeutic systems – Covera HS® (Searle/Pfizer), Verelan PM® (Schwarz), Cardizem LA® (Biovail), and
Innopran XL® (Reliant) – were introduced to improve hypertension therapy and reduce morning-time risk of angina pectoris, myocardial infarction, and stroke (Fig. 13.21) [221–225]. Myocardial infarction and stroke are 30–40% higher in incidence during the initial hours of the activity span [142, 144], and it is
hypothesized they are triggered in at-risk patients by the marked morning raise in SBP, DBP, and HR, coincident with peak platelet and blood coagulation level and minimum fibrinolytic activity [228].

The drug delivery system for each of these special products is designed to retard release of medication for ~4 h following bedtime ingestion and to ensure peak or near-peak drug concentrations during morning and daytime activity, in order to maximally control SBP, DBP, and HR, when they are all anticipated to be highest, and to ensure lower, but nonetheless therapeutic, concentrations during the evening and nighttime sleep, when they are anticipated to be lowest. Clinical trials of these special drug delivery medication systems substantiated improved control of morning-time HR and BP compared to conventional medications of the same class and dose. However, complaints of adverse effects, such as daytime fatigue and dizziness, signs suggestive of hypotension, were expressed by some patients. These drug-delivery forms are specifically designed to inhibit discharge of medication for ~4 h following ingestion at bedtime; thus, the entire daily dose is released over 20 rather than 24 h, posing risk of over-correction of BP and daytime hypotension when patients are transferred from the same dose of the same medication formulated for conventional constant-release over the full 24-h dosing interval.

The first intended prospective, large scale assessment of the preventive effects of hypertension chronotherapy was the 5-year international multicenter Controlled Onset Verapamil INvestigation of Cardiovascular Endpoints (CONVINCE) outcomes trial involving 15,000 hypertensive patients with identified CVD risk. This trial was designed to compare the degree of BP control and protection against CVD events afforded by verapamil (Covera HS®) chronotherapy compared to the then considered standard conventional treatment, i.e., β-blocker and diuretic medications [229]. Unfortunately, this community-based outcomes study was terminated prematurely before sufficient number of CVD events had occurred to enable valid assessment of the bedtime chronotherapy [230, 231]. Thus, the merit of delayed-onset, constant release chronotherapeutic systems, relative to conventional therapy, in preventing CVD events as a consequence of improved control of morning-time SBP, DBP, and HR remained unresolved.

In view of the paucity of available data, the prospective MAPEC (Spanish: Monitorización Ambulatoria para Predicción de Eventos Cardiovasculares; English: Ambulatory Blood Pressure Monitoring for Prediction of Cardiovascular Events) study was conducted in Spain by Hermida and collaborators [191, 232]. This recently completed study was specifically designed to test the hypothesis that bedtime chronotherapy with one or more hypertension medications exerts better BP control and better reduces CVD risk than conventional morning dosing of all such medications. All 2,156 hypertensive subjects were evaluated by 48-h ABPM at baseline and thereafter annually, if not more frequently (quarterly) if adjustment of hypertension treatment was required.

At baseline, the two treatment time groups were comparable in their clinic and mean ambulatory SBP and DBP, and prevalence of nondipping 24-h BP pattern. Subjects who ingested the entire daily dose of one or more of their hypertension medications at bedtime, compared to subjects who ingested all their hypertension
medications in the morning, showed at their last available ABPM evaluation significantly lower mean sleep time BP, higher sleep time relative BP decline (an index of normal BP dipping 24-h pattern), reduced prevalence of nondipping BP circadian pattern (34% versus 62%), and higher prevalence of controlled ambulatory BP (62% versus 53%). After a median follow-up of 5.6 years, subjects who consistently ingested at least one prescribed BP-lowering medication at bedtime showed highly statistically significant reduced risk of CVD events, in particular, myocardial infarction and stroke, compared to subjects who ingested all such medications upon awakening (relative risk 0.39 with 95% confidence interval 0.29–0.51). The progressive decrease in the asleep BP and increase in the sleep-time relative BP decline, both indicative of a more normal dipping 24-h pattern, were best achieved when one or more hypertension medications were taken at bedtime, and these two indicators of BP control were the most significant predictors of CVD event-free survival. Results of the prospective MAPEC study thus indicate bedtime chronotherapy with one or more hypertension medications, compared to conventional upon-waking treatment of all medications, more effectively achieves BP control, better decreases the prevalence of BP nondipping, and better normalizes the 24-h BP pattern and, most importantly, significantly reduces CVD morbidity and mortality [191].

13.8.2.3 Nitroglycerin Chronotherapy

Nitroglycerin (glyceryl trinitrate, GTN) is a smooth muscle relaxant that has been used in the treatment of hypertension and, most notably, angina attacks. GTN, upon uptake into cells, is metabolized and converted to nitric oxide, which activates adenylate cyclase and increases cyclic AMP production, which signals smooth muscle relaxation [233–236]. As a small lipophilic molecule, GTN readily permeates epithelial membranes such as those of the skin and cheek. Traditionally, it is prepared in ampule form. During or in anticipation of an angina attack, the ampule is placed in the mouth by the cheek and broken, permitting rapid absorption across the buccal membrane, and providing fast relief. Because of its ease in formulation, permeability properties, and low plasma concentration required for activity (~10 nm), GTN was an early candidate for transdermal patch delivery. It was hoped that GTN patch therapy would exert prophylactic effect and reduce incidence of angina. Several such patches received regulatory approval based on PK studies that demonstrated sustained maintenance of GTN at therapeutic levels. Unfortunately, it was soon observed that biological tolerance to GTN developed after ~12 h. (Interestingly, this tolerance could have been anticipated based on the “Monday rebound” effect reported in munitions workers in the nineteenth century [237, 238].) Numerous hypotheses regarding the mechanism of tolerance have been under investigation for several decades, some attributing it to depletion of cofactors required for GTN metabolism, and others to down-regulation of metabolizing enzymes or adenylate cyclase activation [234, 239–242]. Regardless of mechanism, patches are now prescribed to be
worn for 12 h, followed by a patch-free period of equal duration during which sensitivity to GTN is regenerated [243]. The notion of tolerance followed by resensitization finds parallel in explanations for pulsatility of neuroendocrine hormones, to be discussed later.

Optimal use of GTN patch therapy has been tied to the circadian rhythm in risk of both exertion- and nonexertion triggered (variant or Prinzmetal) forms of angina (Fig. 13.22), with or without (silent angina pectoris) chest pain. Thus, GTN patch chronotherapy entails evening or bedtime application and midday removal to cover the time span when risk of angina due to physical exertion, coronary vasospasm (variant angina), and cardiac stress induced by hypoxia of sleep apnea is greatest [140, 141, 244, 245].

Fig. 13.22 Twenty-four-hour pattern of exertion-induced angina pectoris (984 ischemic events denoted as ST-segment depression of the electrocardiographic [ECG] tracings obtained by ambulatory holter monitoring study) recorded in 235 diurnally active, nonmedicated ischemic heart disease patients (Top) and also angina pectoris (234 events in total) recorded in a group of diurnally active vasospastic (Prinzmetal, nonexertion variant) patients (Bottom). Bouts of conventional angina pectoris are more common during daytime activity, in particular between awakening (~06:00) and noon (12:00). In contrast, bouts of vasospastic angina typically occur during rest, especially during nighttime sleep, between 01:00 and 04:00. Chronotherapy of angina pectoris must take into consideration the circadian pattern in risk during the 24 h and associated temporal requirement for medication. Shaded portion of bottom time axis represents presumed nighttime sleep span of subjects and white portion represents diurnal wake span (top graph created using unpublished data of first author; bottom graph created using data of Kimura and Kuroiwa [244, 245]).
13.8.2.4 Cancer Chronotherapy

Chronotherapy of cancer medications is based on knowledge that their chronotoxicity varies markedly by cell cycle stage, both in normal and tumor tissue [209–213]. Programmable in time, light weight ambulatory infusion pumps can be used to infuse cancer medications at the desired circadian time when healthy, noncancerous cells are in a nonvulnerable stage. Cancer cells may lose their circadian periodicity and multiply at a faster rate, i.e., with a period \(<24\) h, or at random and, therefore, are likely to be more vulnerable to therapy at a time when noncancerous cells are least susceptible. Results of both laboratory animal and European multicenter patient trials clearly show that proper circadian delivery and timing of cancer medications improve tolerance to therapy, thereby enabling more aggressive treatment [210–212]. However, significant advances in improving long term cancer-free interval and survival, relative to conventional treatment entailing constant infusion of cancer medications during the daytime, have not yet been consistently demonstrated. Nonetheless, clear opportunities exist for the application of advanced drug delivery systems to improve both patient tolerance and outcomes of cancer medications.

13.8.3 Noncircadian Chronotherapeutics

Many endocrine and neuroendocrine secretions exhibit prominent high-frequency and pulsatile variability over time, which may be relevant to the effectiveness of certain neuroendocrine analogues. Indeed, the frequency-modulated or pulsatile mode of drug-delivery systems may be of greater importance than the dose of drug delivered.

13.8.3.1 Gonadotropin Releasing Hormone (GnRH: aka Luteinizing Hormone Releasing Hormone, LHRH) Chronobiology and Chronotherapy

GnRH is a decapeptide, synthesized and secreted by the hypothalamus into the pituitary portal circulation in an intermittent fashion, stimulating pituitary gonadotropes to synthesize and secrete LH and FSH [246, 247]. In a series of exquisite studies on female Rhesus monkeys [248–250], Knobil and coworkers established that the frequency of GnRH delivery determines its biological effect. Lesioning of the hypothalamus abolishes GnRH secretion, and continuous infusion of the decapeptide fails to reinitiate endogenous LH and FSH production. However, frequency modulated GnRH infusion as a single 6-min pulse/h reestablishes normal pituitary function. Of practical interest is that GnRH delivery as five 12-min pulses/h produces an effect similar to constant rate infusion, as it fails to reinitiate endogenous LH and FSH production. An infusion
frequency of two or three pulses of GnRH/h is less efficient or exerts inhibitory effect on FSH and LH, while an infusion frequency to one pulse/3 h changes the LH/FSH ratio.

Pulsatile GnRH secretion is essential for its effect on the pituitary, as confirmed by clinical trials. Pulse pattern and circadian variation of plasma LH in sexually mature women are modulated by the menstrual cycle [251, 252]. During luteal–follicular transition, LH pulse frequency increases markedly, and this accompanies selective FSH rise leading to normal folliculogenesis [253]. Continuous and/or closely repetitive GnRH stimulation leads to blunted gonadotropin response [254, 255] due to pituitary desensitization (analogous to tolerance developed to nitroglycerin, as discussed in Sect. 13.8.2.3, but by a different mechanism) [246]; thus, continuous infusion of constant dose GnRH, or administration of long-acting GnRH analogs, inhibits LH secretion [246, 256]. This knowledge can be used for contraception and to manage hormone-dependent cancers, such as those of the breast and prostate, and sustained-release depot injections of biodegradable microspheres containing GnRH (LHRH) analogs are marketed for this purpose, e.g. Lupron® depot. Pulsatile delivery of GnRH every 60–90 min, on the other hand, is an effective means of obtaining ova for in vitro fertilization [257, 258], and for treating supra-hypophyseal hypogonadotropic hypogonadal anovulation [258–260] and arrested puberty [261–263].

13.8.3.2 Growth Hormone

Growth hormone (GH) is critically important for growth, metabolism, and tissue and organ maintenance. It is used to treat abnormally short stature and dwarfism in children, and increasingly to slow aging of adults. In animal husbandry, GH is commonly used to increase milk yield of dairy cows and enhance muscle mass of pigs and other animals. Prominent pulsatile, ultradian, circadian, and perhaps other periodicities in GH secretion and suspected rhythm dependencies in target tissue responsiveness constitute significant challenges, but also potential opportunities, for drug delivery scientists to achieve or improve desired treatment outcomes and/or avoid negative consequences.

Growth Hormone Synthesis and Secretion

GH is synthesized and secreted by somatotrophs of the anterior pituitary and plays a major role in many processes, most notably growth and metabolism. GH is synthesized and secreted in a pulsatile manner, generally with plasma peaks ranging from 5 to 45 ng/mL Greatest GH secretion takes place primarily during sleep in a sex-dependent pattern, with largest and most predictable GH peaks found ~1 h after sleep onset and with ~50% of GH secretion occurring during the third and fourth REM sleep episodes. Between peaks, basal GH levels are low, usually less than 5 ng/mL. Its effects are exerted directly, by binding to its receptors, and indirectly,
by stimulation of mediators, primarily insulin-like growth factor-1 (IGF-1), in liver and other tissues. Growth of organs and tissues is mediated via IGF-1. For example, IGF-1 causes proliferation of chondrocytes (cartilage cells) and thus bone growth, and it induces muscle growth by stimulating differentiation and proliferation of myoblasts. GH participates in blood glucose regulation through its anti-insulin activity, i.e., by suppressing glucose uptake in peripheral tissues and promoting hepatic glucose synthesis. It also promotes protein anabolism and synthesis by enhancing amino acid uptake and slowing protein oxidation, and it stimulates adipocyte fat utilization, inducing triglyceride breakdown and oxidation. Other important actions of GH include bone calcium retention and mineralization, pancreatic islet cell maintenance and function, and immune system maintenance [264–266].

GH is secreted at an elevated rate of ~700 μg/day in young adolescents, but at a lower rate of ~400 μg/day in mature healthy adults. The primary controllers of GH synthesis and secretion are two hypothalamic hormones, growth hormone-releasing hormone (GHRH), which stimulates synthesis and secretion of GH, and somatostatin (SS), which inhibits GH release in response to GHRH and other stimulatory factors (e.g., low blood glucose concentration). The stomach growth hormone secretagogue (GHS) ghrelin binds to receptors on somatotrophs to robustly stimulate GH secretion. GH secretion is regulated by a negative feedback loop involving IGF-1. Elevated blood IGF-1 concentration inhibits GH secretion by suppressing somatotrophs and by stimulating SS release from the hypothalamus. GH also feeds back to inhibit GHRH secretion to exert a direct (autocrine) inhibitory action on its own secretion from somatotrophs.

Regulation of the somatotropic axis, however, is much more complex than overviewed above, since GH synthesis is influenced and moderated by many factors, for example, sex hormones in pubertal boys and girls, androgen secretion (respectively, by the testis and adrenal cortex), and estrogen secretion (respectively, by the adrenal cortex and ovaries). Hypoglycemia, exercise, and deep sleep stimulate GH secretion, while hyperglycemia, free-fatty acids, glucocorticosteroids, and dihydrotestosterone inhibit it. GH secretion levels may also be affected by medications, being stimulated by L-DOPA and clonidine and inhibited by estrogen and testosterone. It may also be modified by estrogen disruptors.

Somatotropic axis regulation is highly organized in time as circadian, ultradian, and pulsatile oscillations [205, 265, 267]. Sex, age, body mass index, and IGF-1, individually and jointly, determine distinct GH dynamics [267]. In the resulting complex pattern of GH secretion, rhythmic and nonrhythmic variations in plasma concentrations determine circadian mean, peak values, and/or trough values, which mediate metabolic effects in target organs [268, 269]. Furthermore, regulation of GH secretion and effects also depends upon interactions with other neuroendocrine and endocrine constituents, including GHS ghrelin [270], sex hormones [271], and other factors [265], many of which are rhythmic. GH effects are also determined by rhythms in target tissues [271, 272], the temporal control of which in the circadian frequency range may be centrally mediated by the hypothalamic body clock (SCN)
plus other periodic phenomena, like the time of food uptake that can synchronize peripheral oscillators, especially in the liver. The complex pattern of GH secretion and plasma concentrations encountered in the periphery consists of regularly recurring rhythmic and pulsatile variations, the amplitude, shape, and spacing of which may be regular or variable [273]. The placement in time of clusters of pulses and variation in their amplitude [274] over the 24 h may represent expression of circadian and/or ultradian oscillations in GH, which may differ between males and females and with age, but are of fundamental importance.

GH secretion is governed by the facilitative and antagonistic effects of GHRH and SS, respectively, and depends upon the relative timing of their releases, with differences in regulation due to sexual dimorphism and age [265, 275, 276]. Sex steroid hormones modulate GH synthesis, release, and actions [266, 277], leading to sex-dependent dimorphism of GH secretion and plasma levels. GHRH and GHS ghrelin amplify GH signals. GHS ghrelin is secreted predominantly, but not exclusively, in the stomach and may amplify, but not set, the timing of this regulatory circle of GHRH/GH pulses [264, 270]. Reciprocal control by GHRH-SS may constitute the oscillator of the somatotropic axis [265] for some, but not all, observed variations. The stimulatory effect of GHRH depends upon age, sex, body composition, and nutritional status and augments the outcome of GHS ghrelin stimulation, which may be altered by underlying diseases [266, 278].

Sex Differences in GH Secretion and Patterns

Sex hormones determine the pattern of GH secretion and lead to a dimorphic form of plasma GH and, as a consequence, IGF-1 concentrations. Average 24-h GH concentration is higher in women than in men largely due to higher daily trough values between secretory bursts [267]. Irregularity of pulses and narrow sharp elevations (“spikes”) are more pronounced in women than in men [267]. Major (eight to tenfold) variation in mean GH pulse size occurs in puberty and during the menstrual cycle caused by a variety of internal and external factors [271]. In men, highest GH pulse, amounting to ~70% of the 24-h secretory output, occurs shortly after sleep onset, coinciding with the first episode of slow-wave sleep (SWS) [279]. In normally cycling women, there is a wider distribution of GH pulses during the 24 h. The sleep onset-associated pulse is also found in most women, but it accounts for a smaller fraction of total 24-h secretory output [280]. During sleep, healthy young men show overnight GH pulses every 35–60 min superimposed on which frequent sampling (30-s intervals) reveals diminutive pulses linked with sleep stage [281]. This association is based on the hypothalamic relationship between GHRH and brain areas involved in sleep regulation [282].

Suppression of endogenous GHRH action by specific antagonists or by immunoneutralization inhibits both sleep and GH secretion [283]. Conversely, substances that promote SWS increase nocturnal GH section [284, 285]. The linkage between the major GH pulse and sleep onset leads to an immediate shift in the circadian rhythm in GH with any alteration of the sleep–wake cycle, e.g., in workers.
rotating between day and night shifts and in travelers rapidly displaced across time zones. This linkage also leads to alteration of GH secretions with day-to-day sleep pattern irregularities [279].

GH Receptors

The presence and action of hormone receptors in peripheral tissues is organotypic, as is their interaction with other hormones. Type of sex steroid and specific target site determine the regulation of GH and IGF-1 receptors at that level [271, 286, 287]. In animal models, GH pulsatility mediates a sexually dimorphic regulation of hepatic and muscle gene expression, somatic growth, and negative feedback upon the hypothalamus [265, 271]. Moreover, the GH pulse pattern determines target tissue responses. For example, exposure of female rats to seven or fewer distinct GH pulses per 24 h induces masculine growth and gene expression patterning in different organs [288]. In contrast, exposure of hypophysectomized male rats to more frequent pulses or continuous infusion of GH evokes feminine growth and gene expression patterning [288, 289]. Furthermore, different target organs appear to have different absolute pulse amplitude dose response dependencies [273]. In subjects with inactivity of human GHRH receptor, i.e., Laron syndrome [290], there is profound reduction in secretory burst mass and disorderliness of GH pulses. Nonetheless, most pulses occur at a normal frequency and in a circadian rhythmic distribution with sex difference in the pattern maintained [271, 291].

Factors Influencing GH Secretion and Consequences of GH Abnormalities

Aging is associated with reduced mean 24-h GH concentration due to decreased pulse amplitude rather than pulse frequency [292, 293]. Such age associated changes in GH secretion are thought to be due to diminished GHRH responsiveness and increased SS secretion [294].

Abnormalities and lesions of the hypothalamus and pituitary that interfere with GH level and pulse characteristics and/or effects in peripheral target cells result in specific disease states. The consequence of GH deficiency depends upon age of onset. GH deficiency and receptor binding defects during childhood manifest as retarded growth and dwarfism. Excessive GH secretion in young children or adolescents may result in gigantism, typically due to somatotroph tumor. In adults, excessive GH secretion is typically due to a benign pituitary tumor and results in acromegaly.

Acromegaly is typically an insidious condition, developing over several years in middle-age adults, causing extremity overgrowth, soft-tissue inflammation, skin thickening and oiliness, jaw and facial abnormalities, hypertension, cardiac hypertrophy, and metabolic derangements, including hyperglycemia and diabetes, among other symptoms and complaints. This disorder is accompanied by alteration of both the amount and pulse pattern of GH secretion. Hormone secretion is irregular in
pattern and timing, with irregularly shaped frequent small peaks superimposed upon high baseline interpulse GH concentrations [295, 296]. High basal values are the likely cause of the characteristic elevation of IGF-1 observed in acromegaly [297]. Difference in GH secretory pattern, rather than in absolute level, determines GH effect, and this explains finding normal overall GH levels but characteristically elevated IGF-1 in a recent study of acromegalic patients [298]. Surgical micro-adenomectomy restores physiologic secretion patterning in most acromegalic patients [299].

Basal GH levels and pulsatile secretory patterns impact body fat metabolism and distribution. Both increased and decreased GH concentrations persisting over a prolonged time span lead to CVD risk. GH deficiency is associated with an increase in CVD risk factors, such as elevated mean total and LDL cholesterol plus C-reactive protein [300, 301], reduced HDL levels, but higher TNF-alpha receptors I and II. GH-deficient patients tend to be overweight or obese and show increased carotid media thickening as evidence of increased vascular complications [301, 302]. GH deficiency is also associated with high incidence of nonalcoholic fatty liver disease [303], which can be reversed by GH administration [304]. C-reactive protein (CRP) and free fatty acids have been found to be significantly elevated in hypopituitary patients with fatty liver [303]. GH replacement therapy improves the lipid profile with the exception of lipoprotein(a) concentrations, which tend to increase after GH therapy [305]. GH replacement therapy in this respect is complementary with HMG-CoA reductase inhibitor (statin) therapy [306].

In obese premenopausal women (BMI >34 kg/m²) with abdominal obesity pattern, plasma GH concentration is markedly reduced, due both to diminished basal hormone secretion and disordered pulsatile patterning. This abnormal GH level and secretory pattern persists after substantial weight loss (~40% of visceral fat); thus it is viewed as a cause rather than consequence of the condition, a conclusion supported by the finding that obese women of the same BMI, but with small visceral fat area, show normal GH level and secretory patterning [307]. Increased concentrations of GH in active acromegaly are also associated with increased atherogenic risk factors. For example, increased levels of oxidized low density lipoproteins are probably related to increased levels of pro-oxidants, such as ceruloplasmin, and biomarkers of inflammation, which are linked to increased CVD mortality [308, 309].

Role of Delivery Pattern on GH Effect

Continuous or pulsatile GH delivery differently affects various parameters of GH action [269, 297, 310, 311]. Continuous, rather than intermittent, GH administration is regarded as the preferential pattern for induction of plasma IGF-1 and muscle IGF-1 mRNA [311], both in pituitary deficient and clinically healthy human subjects. Continuous GH delivery to hypopituitary patients maintains liver-derived IGF-1 and lipoprotein(a) concentrations to a greater degree than repeated injections [297, 312–315]. Conversely, bolus GH injection stimulates visceral lipolysis and
elevates HDL concentrations more effectively than constant infusion [273, 310, 314]. Only pulsatile GH augments rate of lipolysis [311].

In young diabetics, GH pulsing increases insulin requirements more than continuous GH infusion [273], while in healthy young men GH pulses are more effective in promoting SWS [316], indicating organ specificity in effects of GH delivery pattern. Treatment protocols of continuous infusion and of infusions of eight equal boluses every 3 h were most effective in increasing IGF-1 and IGFBP-3 (insulin growth factor-binding protein-3), whereas pulsatile administration had greatest effect on markers of bone formation and resorption [269]. All GH treatments decrease cytochrome P1A2 activity studied by erythromycin breath tests, with greatest effect for pulsatile GH. Pulsatile GH infusion decreases, whereas continuous GH infusion increases, cytochrome P3A4 activity [269]. These cytochromes are mixed function oxidases, which, among others, catalyze many reactions involved in drug metabolism [317, 318].

Pharmaceutical Uses of GH and GHRH

Treatment of severe childhood growth retardation in the past relied upon GH purified from human cadaver pituitaries. Nowadays, recombinant GH (rhGH) or GHRH may be used. GHRH treatment of children with pituitary insufficiency was most effective when bolus injections were delivered by pump at 3-h intervals [319]. When GH was given by continuous infusion over a 4-week span to adult GH-deficient patients, it was more effective than when given as a once-a-day injection [320]. GHRH is absorbed nasally, but its effectiveness by this route is still not widely confirmed [321]. Of interest for noninvasive timed administration of GH is the nasal delivery of recombinant hGH together with a polymeric absorption enhancer [322]. The current clinical guidelines for evaluation and treatment of childhood [323] and adult GH deficiency by the Endocrine Society [324] do not address optimal time and pattern for GH and GHRH treatment, which may vary in different clinical situations.

The role of GH supplementation in aging remains poorly understood, but some cosmetic symptoms of aging appear to be amenable to therapy. This is an active area of research, and additional information and recommendations concerning risks and benefits, as well as biological timing and patterning during the 24 h, will undoubtedly surface in the near future. Sensitivity to treatment with rhGH is sex-dependent. Women require a substantially higher dose than men to achieve comparable effect on IGF-1 level [325–327] and bone mass [327], and much higher doses are required by women receiving oral estrogen replacement [326]. Older patients show increased susceptibility to GH-related side effects [324] and rhGH dose for GH-deficient patients should be individually titrated according to desired effect, i.e., to maintain serum IGF-1 within the physiologic range and avoid undesirable effects. However, it is not yet resolved how to best deliver rhGH, as a continuous infusion or as intermittent pulses, and if the latter at what frequency, concentration (height/amplitude), and circadian time. Different disorders may require different
temporal patterns of dosing. GH secretion patterns are an independent regulator of GH action in humans [269], which are thus far grossly underexplored and underutilized.

GH is approved and marketed for use in animal husbandry. Administration of bovine somatotropin to lactating cows increases milk yield, and seems to be cost-effective. Administration of porcine GH to growing pigs significantly stimulates muscle growth and reduces fat deposition. However, it is not known whether GH effects in animals can be improved by delivery in a chronotherapeutic mode, which takes into consideration the temporal patterns observed in nature, and if so whether it will be cost-competitive.

Analogs of GHRH and other peptidergic and nonpeptidergic compounds including ghrelin, collectively designated GH secretagogues, have been used as diagnostic tools in GH-deficient states and in relation to aging [328–331]. Treatment with GHRH analogs in single doses in the morning or without regard to circadian phase [329, 332] and the orally active GH secretagogue MK-677, a ghrelin mimetic [328, 331], enhance GH basal interpulse concentrations and GH pulse height in adults and elderly subjects without change in pulse number and pattern. The complex time organization of the somatotropic axis suggests the possibility of drug delivery patterns tailored according to age, sex, and condition to be treated. This is a wide open field which will require further research.

13.8.3.3 Insulin and Glucose Chronobiology and Chronopharmacology

In nondiabetic individuals, insulin is secreted by the pancreas at a low basal rate between meals and rapidly secreted at meal times. The purpose of this switch is to maintain glucose homeostasis in the normoglycemic range of 70–120 mg/dl. The nature of the temporal variation in glucose and insulin concentrations during the 24 h in healthy individuals, based on blood samplings every 5 min during meals and 30 min at other times, is shown in Fig. 13.23 [333]. This figure highlights the substantial rise of the two constituents following each meal of the day and also at the end of the night, the so-called “dawn phenomenon”, as discussed below. The temporal variation, however, is primarily of a high frequency mode. Insulin exerts its control by inducing transport of excess blood glucose into the liver, where it is stored in its polymerized glycogen form, and by mobilizing uptake of glucose into tissues. This automatic control system is disabled in Type I diabetes due to autoimmune destruction of insulin-secreting pancreatic β cells. For diabetic individuals prescribed insulin, delivery rate should mimic, as closely as possible, that provided by a normally functioning pancreas.

Failure to maintain normoglycemia entails two risks. If insulin is overdosed, then blood sugar levels fall below normal range, exposing the diabetic patient to hypoglycemia. Symptoms of hypoglycemia are typically acute, and may include dizziness, confusion, and sometimes seizures and/or coma. Underinsulination, on the other hand, leads to hyperglycemia. An acute symptom of hyperglycemia is ketoacidosis, which occurs with metabolic shifts due to deficient glucose transport
into metabolizing tissues. Longer term consequences of sustained hyperglycemia include myopathy, retinopathy, nephropathy, and neural and connective tissue degeneration.

Since the isolation of insulin by Banting and Best in the 1920s, extensive effort has been extended to develop and improve insulin-based therapies for Type I diabetes. Slow (insulin glargine, Lantus®) and fast-acting (Lyspro/Humalog®) modified insulins have been developed, respectively, to provide basal levels, especially overnight, and to rapidly respond to postprandial rises in glucose [334]. These insulins can be administered by injection or wearable pump. Glucose monitoring, either discretely by finger sticks or continuously by an in-dwelling glucose sensor, can be utilized to improve timing and dosing decisions. Automatic closed loop systems, in which sensed glucose time series concentration data are used to instruct insulin pumping rates, are the object of continued research [335–339]. Such systems will optimally mimic the proportional, integral, and derivative (PDI) aspects of control by a normally functioning pancreas.

The goal of insulin therapy is to mimic a functioning pancreas and in the words of traditionalists “maintain glucose homeostasis.” This result can only be achieved by delivering insulin at a decidedly nonconstant rate and in a chronotherapeutic fashion. Strictly speaking this kind of chronotherapy is not designed primarily around a circadian or ultradian rhythm, however, since demand for insulin at any given time is governed by many factors, the most important ones being the timing, content, and size of meals, counter-regulatory and other hormonal effects, and energy expenditure. There are, however, well established circadian and ultradian
effects of insulin on blood glucose level that are not driven by feeding times [340–345]. For example, both glucose and insulin levels exhibit morning-time peaks (Fig. 13.23). The concurrency of these peaks suggests decreased insulin efficiency in the morning, which has been attributed to the rise of counter-regulatory molecules nocturnally, especially growth hormone. Proper inclusion of this and other circadian and ultradian components of insulin sensitivity into insulin pump algorithms may improve regulation of normal glucose levels and reduce long term morbidities associated with hyperglycemia.

In addition to “slow” wave chronotherapeutic aspects of insulin’s regulation of glucose level, attention is required to the fine structure of insulin release from the normally functioning pancreas. Release of insulin from the healthy pancreas occurs in bursts of 10–15-min intervals [346–349]. This rapid, pulsatile behavior appears to be due to entrained intrinsic oscillators of pancreatic β cells. It has been demonstrated that less overall insulin is required when delivered exogenously with this bursting pattern than when delivered in a continuous manner. Incorporation of such fine structure into pumps, while technically challenging and perhaps engendering added expense, may lead to reduction in side effects that result from prolonged exposure to increased average insulin levels.

Glucose regulation also entails circadian rhythmicity in insulin PK and PD in response to change in blood glucose level and also blood glucose PK and PD in response to change in insulin level. Reduction of blood glucose level by a standardized dosage of insulin (0.05 units/kg body weight) in diurnally active nondiabetic subjects under controlled conditions is ~30% greater when administered at 08:00 than 17:00 (Fig. 13.24) [350]. Moreover, insulin response to 50 g oral glucose loading under controlled and fasting conditions is significantly more rapid and extensive at 09:00 than either 15:00 or 20:00 (Fig. 13.25) [55]. The lower insulin response in the afternoon and evening versus morning needed to regulate blood glucose level when glucose challenged is consistent with the observation that the dose of insulin required by Type I diabetics progressively declines during the course of the day [343, 344, 351, 352].

Differences in the PD of insulin upon blood glucose levels and the latter on the former take place not only during the 24 h but also over the year [205, 353], and perhaps menstrual cycle in young women [354]. The hypoglycemic effects of exercise in Type I diabetics may also differ according to its biological timing in that hypoglycemic risk is reported to be higher for exercise done in the evening than in morning by diurnally active subjects [355].

Pump-Delivery of Insulin for Diabetes

Recent glucose sensor and pump technologies provide for improvement of treatment of type 1 (DM1) and resistant type 2 (DM2) diabetes. Insulin pump treatment is considered by many as the most physiologic way to imitate the healthy body’s insulin profile [356–359]. To approximate circadian and postprandial/ultradian variations in blood glucose and insulin sensitivity, circadian synchronization of
the patient has to be considered [205]. Pumps should be programmed and bolus injection timed and quantitated according to need [359, 360]. Use of a bolus calculator may improve glucose control [361]. Hypoglycemic response to insulin is markedly more pronounced in the morning than later in the day [340]. In pump administration studies, greatest insulin requirement was found in the late morning or early afternoon [343, 344]. Since high frequency pulses may provide an advantage in insulin utilization and effect plus avoidance of hypoglycemic episodes, the chronotherapy of insulin-dependent DM requires that the optimal pulse frequency of drug delivery be determined [345, 346]. This combined with an automated reasoning system used to monitor life events with weekly situation assessment can help detect and prevent problems in the use of insulin pumps [362].

Combination of an insulin pump with continuous glucose monitoring can automate the periodic adjustments. Insulin pumps and real time continuous glucose monitoring devices combined can provide a sensor augmented pump (SAP) system and can achieve better control and decrease in insulin requirements as compared to conventional insulin pumps without the sensor. Blood glucose concentration in patients carrying a closed system of sensor and pump spend more time in the target range [363–365]. A FDA approved system providing this combination is presently available (MiniMed Paradigm® REAL-Time, Medtronic). The newest Revel™
model carries, in addition, low and high-glucose alerts that signal up to 30 min before the preset low or high limit of glucose concentration is reached, allowing the pump system to suspend insulin delivery if hypoglycemic threshold is too closely approached or achieved [336, 337]. This feature substantially reduces hypoglycemic episodes. The system also provides time trend graphs of 3, 6, 12, and 24-h, which will enable recognition of circadian and ultradian variations and correction of treatment, if needed [336, 366].

13.8.3.4 High Frequency and Pulsatile Hormone Delivery: Chronotherapeutic Implications

The above examples illustrate the role that can be played by pulse frequency, as opposed to dose, of drug delivery systems, particularly for hormones. Choice of delivery mode, ultradian pulsatile versus continuous, for GnRH and its analogues is decisive and depends on desired effect, i.e., induction/restoration of reproductive function versus treatment of sex hormone-related cancers. Proper pulsatile and ultradian delivery of insulin, GH, and other neuroendocrine analogues, and perhaps
other medications, may enable better outcomes and reduced doses. However, the clinical and pharmacoeconomic advantages of such chronotherapeutic approaches are yet to be completely assessed. The added compliance burden demanded by precise drug timings and frequency oscillations cannot be ignored, and may slow patient acceptance. Nonetheless, recognition of the critical dependence of high frequency modulation of certain medications, including insulin, to achieve therapeutic outcomes calls for application of new drug-delivery technologies to achieve practical and cost-effective clinical applications.

13.9 Chronoprevention: A Complementary Aspect of Chronotherapeutics

*Chronoprevention* is the timing of medications or other interventions according to biological rhythm criteria to avert disease or decline in health status. Chronopreventive strategies take into account the same factors as do chronotherapeutic strategies. However, the goal of chronoprevention is avoidance of disease, pathology, and other deleterious phenomena, while the goal of chronotherapeutics is curative management of existing medical conditions. For example, hypertension is a medical condition, not a disease, but if left untreated or treated inappropriately will result in blood vessel injury, culminating in renal, CVD, and other serious pathologies. Thus, the rationale underlying hypertension chronotherapy is their prevention, which as verified by the MAPEC outcomes study (sec. 13.8.2.2) is best achieved by bedtime chronotherapy of one or more hypertension medications (191). Similarly, hyperglycemia, in itself, is not a disease, but its long-term associated morbidities can be reduced or avoided in both type I and type II diabetes by proper management of glycemia, which involves accurate and timely dosing of insulin. Bedtime GTN chronotherapy is also intended to prevent angina attacks that are of greatest risk during nighttime sleep (Prinzmetal or sleep-apnea induced angina) and in the morning (exertion triggered angina) (Fig. 13.22).

The concept of chronoprevention is well illustrated by findings of trials involving low-dose aspirin (ASA) to minimize or avert risk of preeclampsia, a form of toxemia of pregnancy characterized by hypertension, fluid retention, and abnormal albumin level. While initial investigations established the safety of low dose ASA in pregnancy, findings of initial clinical trials were inconsistent in preventing preeclampsia. Review of published studies revealed several potential methodological flaws: trials did not always involve high risk obstetric patients, low dose ASA intervention was not always begun early in pregnancy, and none specified the clock time of dosing.

Hermida et al. [367] wondered whether the disparity in findings between published investigations could be due to differences in when ASA was ingested daily. A prospective double blind, randomized controlled trial of administration time dependent differences in the chronopreventive effect of low dose ASA was initiated to explore this possibility. Diurnally active pregnant women were recruited, 341 in total (181 primipara) who were normotensive but at elevated risk of
developing gestational hypertension and preeclampsia. They were randomized into one of six different groups, each composed of 55–59 participants. Groups were specified by the two treatments, placebo or 100 mg ASA, and three dosing times: upon awakening in the morning, 8 h after awakening (lunch time in Spain), or before sleep at night. SBP and DBP were automatically assessed by ABPM for 48 h, commencing at 12–16 weeks gestation and repeated thereafter at 4-week intervals until term.

The effect of low dose ASA on SBP and DBP was nil when ingested daily upon awakening throughout pregnancy. In contrast, those who ingested ASA in the afternoon exhibited significantly lower 48-h mean SBP and DBP after the first month of treatment, with the difference at term relative to the pretreatment baseline amounting to 4.4 and 3.5 mmHg, respectively. However, the effect of ASA was best, almost twice as strong, when ingested daily at bedtime, with reduced 48-h mean SBP and DBP again apparent after the first month of treatment and with differences at term relative to baseline levels averaging, respectively, 9.7 and 6.5 mmHg.

The preventive effect of ASA against preeclampsia and gestational hypertension in the high-risk pregnant women and their negative consequences on fetal development and well-being also differed dramatically according to treatment time. Average incidence of preeclampsia in the three placebo-treated groups was ~12%. Daily morning low dose ASA was not at all preventive (15% incidence), while afternoon and bedtime ASA was (1% incidence). Gestational hypertension was common, affecting on average ~30% of pregnant women randomized to the three placebo groups. Again, morning ASA dosing offered essentially no protection (25% incidence), whereas afternoon and bedtime dosing did (9% and 7% incidence, respectively). Average incidence of intrauterine growth retardation in the three placebo-treated groups was ~18%. Once again, morning ASA dosing exerted little prevention (16% incidence), while afternoon and, especially, bedtime dosing did (7% and 3% incidence, respectively). Finally, average incidence of preterm birth was ~14% in the three placebo groups. Daily morning low-dose ASA provided no meaningful protection against preterm birth (12% incidence), while afternoon and, in particular, bedtime dosing provided marked and clinically significant protection (3% and 0% incidence, respectively).

13.10 Discussion

Living organisms are precisely organized in time as evident by the multifrequency spectrum of biological processes and functions. The range of oscillations is broad, from very short periods and pulses of seconds, minutes, or a few hours to longer periodicities including ultradian (<20 h), circadian (~24 h), and infradian (>28 h) with periods of a week, month, and year. Such temporal variabilities are observed in almost all biological process from the subcellular to organ-system level. A given biological process may simultaneously exhibit many different periodicities, although the prominence, i.e., amplitude, of each may differ. For example, cortisol simultaneously
exhibits very high amplitude pulsatile (minutes to a few hours) oscillations as well as ultradian, circadian, circannual, and circannual rhythmicities. These diverse rhythmicities, and the unique phase relationships of the multitude of oscillatory variables within each given frequency domain, constitute the biological time structure.

The prominent CTS of human beings gives rise to substantial biological time-dependent differences during the 24 h in one’s response to a variety of clinical and laboratory diagnostic tests, risk of severe and life threatening medical events, symptom severity of a great number of common acute and chronic medical conditions, and PK and PD of medications when ingested, injected, infused, inhaled, or applied transcutaneously. Indeed, a medication that proves to be therapeutic and safe when applied at a one biological time may conceivably lack efficacy and/or be poorly tolerated at another. The reverse situation also is plausible; a medication that proves to be subtherapeutic, nontherapeutic, or unsafe at a one biological time may be efficacious and well tolerated at another. This idea was illustrated by several examples in this chapter, among them glucocorticoid, hypertension, NSAID, including low-dose ASA, and cancer medications.

Pharmacotherapy remains essentially guided by the concept of homeostasis. Therefore, it is not surprising that almost all monotherapy and polytherapy drug-delivery systems are designed to achieve, as an assumed goal, constancy of medication levels as a presumed means of optimizing and achieving consistency of therapeutic effect. This long-held conceptual dogma of pharmacology and drug delivery is counter to the rhythmic organization of biology that gives rise to predictable-in-time variability in the pathophysiology of medical ailments and conditions, and the PK and PD of therapies. Studies cited in this chapter, particularly with respect to rheumatoid arthritis, nocturnal asthma, and hypertension, demonstrate improvement of therapy and reduction of unwanted side effects achievable by timing medications in synchrony with the patient’s CTS. For medications that have a narrow therapeutic range and high risk of adverse effect, such as cancer agents, constant rate delivery may actually potentiate side effects, since they may be delivered in too great a concentration at a wrong biological time.

For certain endocrine and neuroendocrine analogues, desired effectiveness may only be achievable when delivered in a frequency-modulated mode. Indeed, oscillation frequency of drug delivery, rather than dose, can be pivotal in determining therapeutic outcome with some peptide analogues. The pulsatile nature of some peptides may be modulated by circadian and other periodic systems; thus, the expression of pulsatile behavior, itself, maybe restricted to one or only a limited number of phases of circadian, menstrual, and perhaps even annual cycles. This is another very important consideration in the design of drug delivery systems. Thus, it is imperative that the chronobiology of targeted systems be thoroughly known and properly incorporated into the design of drug delivery systems.

Knowledge of (a) CTS and clocks that control it, (b) rhythms in disease pathophysiology and/or associated 24-h patterns in symptom intensity of acute and chronic medical conditions, and (c) chronopharmacology (chronokinetics and chronodynamics) of medications, plus (d) emerging drug delivery technologies will facilitate development of chronotherapeutic dosage forms so as to better attain
desired outcomes while minimizing adverse effects. Some early chronotherapies simply involved unequal morning and evening dosing of conventional, sustained release capsule and tablet (12-h activity) systems or prudent selection of dosing time of conventional once-a-day, ultraslow release therapies. This was illustrated in this chapter by the chronotherapy of rheumatoid arthritis and osteoarthritis with NSAIDs, nocturnal asthma with theophylline, and hypertension with different classes of medications via the MAPEC trial. Such simple chronotherapeutic approaches can greatly improve disease management, for example, allergic rhinitis, asthma, PUD, rheumatoid arthritis/osteoarthritis hypertension, and hypercholesterolemia. Nonetheless, the philosophy and practice of clinical pharmacology continues to be dominated by homeostatic dogma in the design of drug delivery systems and goal to achieve constancy of medication concentrations during the 24 h.

A small number of antihypertensive and coronary heart disease medications that have been termed and marketed as chronotherapies by the pharmaceutical industry have been designed as once-daily, delayed onset drug delivery systems [224]. When ingested at bedtime as recommended, these rather simple systems are able to synchronize the concentration of medication in time during the 24 h to the presumed, but unverified by 24-h ABPM, BP and HR circadian rhythms of hypertensive and coronary heart disease patients. Only around-the-clock ABPM can determine the circadian BP and HR pattern for which the medication is intended. The recently completed MAPEC trial attests to the very significant advantage of the chronotherapeutic as opposed to conventional scheduling of BP lowering medications, not only to better control SBP an DBP and normalize the circadian BP rhythm, but also to (chrono)prevent CVD morbidity and mortality [191]. Development and validation of noninvasive and patient friendly technologies for monitoring direct or surrogate biomarkers of BP temporal variation, and predicting proper medication times, are challenges for future research.

From a chronopharmacologic perspective, combination therapy may pose special problems, since each component medication may exhibit different circadian times of best efficacy and safety. If the patient elects to change the ingestion time from the one recommended, the effect may be different from predicted and desired, as illustrated in this chapter by administration-time difference in synergistic effects on BP by amlodipine–valsartan combination hypertension therapy; when the two medications are ingested together at bedtime, reduction of SBP and DBP is greatly magnified, perhaps enhancing risk of hypotension as an adverse effect in some patients [192].

Chronotherapies thus far developed and used in treatment have required a high degree of participation and attention by the patient. Patients with multiple comorbidities, a common situation of the aged, typically are dependent on several classes of medications. In such cases, the particular dosing-time requirements of chronotherapeutic preparations may be impossible to meet with current, conventional drug delivery systems. Delayed or multiple bolus release, implantable, or transcutaneous pump, patch, spray, dry particle, and hydrogel technologies can be adopted and used in the design of chronotherapeutic oral, buccal, nasal, inhalation, subcutaneous, transdermal, rectal, or vaginal systems [368–370]. More advanced systems based on biomimetic schemes or implantable chips with multiple
addressable depots that can be individually commanded to release their contents in a proper time sequence are also under investigation [371–373]. Fully implantable systems are limited by the volume of required dose and stability of drug at body temperature. On the other hand, route of administration and intrinsic pharmacokinetics may place dynamical constraints on obtainable drug concentration profiles. In this regard, PK parameters, such as time to peak blood concentration following a single dose, and multiple dosing half-life, become important determinants of chrono-efficacy and chronotoxicity.

New and innovative drug delivery systems are needed to ensure future development and application of chronotherapeutic interventions. Optimally, next generation drug delivery systems should be configured so they (a) require minimal volitional adherence or at least minimize patient resistance to compliance, (b) respond to one or more sensitive biomarkers of disease activity that vary predictably in time, and that are also inducible by nonperiodic environmental phenomena that exacerbate disease, to release medication to targeted tissue(s) on an as-needed real-time basis, and (c) are cost-effective. Further, new generation systems should be able to deliver multiple medications, each responsive to unique biomarkers and each capable of meeting circadian and other bioperiodic determinants of efficacy and safety as a comprehensive polychronotherapy of disease states. The complexity of such systems presents quality assurance and regulatory challenges, particularly when combination therapies are contemplated. Overcoming such challenges is expected to lead to significant advances in treatment outcomes and enhanced quality of life.

Additional relevant information regarding chronopharmacology and chronotherapeutics can be found in two theme issues of Advanced Drug Delivery Reviews (vol 59, issues 9-10, 2007; vol 62, issues 9-10, 2010), and in recently published reviews [375–378].
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Chapter 14
Site Specific Controlled Release for Cardiovascular Disease: Translational Directions

Ilia Fishbein, Michael Chorny, Ivan S. Alferiev, and Robert J. Levy

Abstract  Cardiovascular diseases remain the leading cause of mortality worldwide. Despite tremendous progress in prophylaxis, diagnostics, and pharmacology of cardiovascular disorders, a number of disease states cannot be successfully treated even with the most sophisticated therapeutics. A significant part of the problem is a lack of adequate systems for the focal delivery of therapeutic agents to disease sites in the heart and blood vessels. Over the last 30 years, basic and translational research on the interface of pharmacology, pharmaceutics, physiology, biomaterials, and nanotechnology have made possible the emergence of clinical grade site specific controlled release devices, which have become standards of care in cardiovascular medicine. There are multiple advantages of controlled release systems for localized site specific treatments, including increased efficacy, reduced side effects, and favorable tissue scaffolding properties.

14.1 Introduction

Over the past two decades, remarkable progress has been made in both the surgical and medical therapy of cardiovascular disease, leading to significantly improved outcomes. Despite this, cardiovascular disease remains the leading cause of death in developed countries. The use of controlled release drug delivery systems for treating cardiovascular disease is a relatively new area that has made a major impact, and the initial success of controlled release systems for cardiovascular disease indicates that there is a wide range of opportunities for research and development along these lines. Because cardiovascular disease in general is localized to either specific sites in the myocardium or foci of arterial disease, controlled release systems...
have involved implants in general either at sites of disease or in locations where the pathophysiology can be locally inhibited. This chapter focuses on the rationale for the use of controlled release drug delivery systems for cardiovascular disease, summarize progress, assess unmet needs, and then describe some of the emerging strategies for advanced controlled release systems.

14.2 The Pathophysiology of Cardiovascular Disease: Diagnostic Techniques Offer the Possibility for Guiding Therapeutic Implants

Diseases of the circulatory system involve either disorders affecting the heart, primarily, or blood vessels, or both. The most common cardiac disorder is ischemic heart disease due to atherosclerosis of the coronary arteries. Coronary artery atherosclerosis leads to obstruction of blood flow to the myocardium, resulting in heart failure and eventually death. Primary cardiac disease can be due to either cardiomyopathies – disorders of the heart muscle or congenital malformations, which are major birth defects resulting in an anatomically defective cardiac chamber formation that can be associated with severe pathophysiological abnormalities. This chapter does not discuss venous disorders, which are common and most often involve thromboembolic disease of the lower extremities. Venous thromboembolic disease is currently treated with anticoagulant therapy and with device interventions to prevent embolization. At present, there are no controlled release strategies for venous diseases. However, the opportunity that this represents should not be overlooked.

A common feature to all of these cardiovascular disorders is that various imaging modalities permit rapid diagnosis and sophisticated localization of disease foci. These diagnostic techniques historically began with cardiac catheterization and fluoroscopic angiography of the diseased heart and blood vessels. The field has progressed to high resolution noninvasive techniques such as cardiac ultrasound, vascular ultrasound, and magnetic resonance imaging. Emerging imaging techniques that will likely be a part of future cardiovascular diagnostic studies include positron imaging tomography (PET scanning) and optical imaging. Imaging modalities, in general, are used to guide placement of controlled release implants at key sites for treating or preventing disease progression.

14.3 Cardiac Controlled Release Systems

Implanting or delivering a sustained release preparation to the myocardium represents a major challenge, for a number of reasons. The rapid mechanical action of the beating heart makes stable implantation difficult. In addition, different
regions of the heart have characteristic susceptibilities. Thus, regions such as conducting tissue or blood vessels could be locally damaged by site-specific implants, and this could make controlled release system implantation potentially risky. In addition the myocardium is highly vascularized and thus released agents are rapidly cleared, compromising attainment of adequate therapeutic levels of many agents of interest. There have been a number of experimental configurations of controlled release systems ranging from epicardial polymers to hydrogels injected into the myocardium. However, these approaches have not in general led to preclinical studies or novel medical device implants. Nevertheless, the steroid eluting endocardial cardiac pacing lead has been highly successful and is discussed in detail.

14.3.1 The Steroid Eluting Cardiac Pacing Lead: The Only Routinely Used Myocardial Controlled Release System

Over the past 40 years, implantable pacemakers have revolutionized the treatment of cardiac rhythm disorders. These devices consist of electronic generators that administer continuously paced electrical impulses through an electrode placed permanently in the myocardium. These paced impulses, which are electronically generated and monitored by sophisticated implantable pacemakers, maintain heartbeat for hundreds of thousands of patients whose cardiac rhythm systems have failed.

One of the problems that was noted early on in this field was the tendency for the electrical pacing capture threshold to rise due to fibrous tissue formation at the site of pacer electrode implantation. This problem was solved through investigations of a controlled release implant at the myocardial contact point of the metal tips of the pacing electrodes that would provide antiscarring therapy at the site of electrode contact, as illustrated in Fig. 14.1. Dexamethasone, a potent anti-inflammatory steroid was the drug chosen for elution from this silicone-based controlled release system. A series of successful animal studies led to eventual clinical approval and routine use of steroid eluting cardiac pacing electrodes [1]. This approach has justifiably become the standard of care.

14.3.2 Unmet Needs in the Field of Myocardial Drug Delivery

Although the steroid eluting pacer electrode tip is a major innovation and an important clinical device, this design concept unfortunately does not address many potentially important controlled release applications that could be applied to
myocardial disease. For example, at present there is no satisfactory therapy for heart failure. Heart failure may be defined as inadequate cardiac function due to either coronary artery disease or a primary myocardial disorder that leads to insufficient cardiac output and a terminally debilitated state of the affected patient. There has been little progress in this field for the past two decades. Local delivery of agents that could improve myocardial function to ameliorate heart failure is a hypothetical concept that would require both drug discovery and the development of a feasible delivery system to administer such an agent. Similarly, novel drug therapies for cardiac arrhythmias have made relatively little progress over the past 20 years. Cardiac arrhythmias are abnormalities of heart beat that can lead to loss of consciousness, heart failure, and sudden death. While controlled release epicardial implants for treating arrhythmias have been studied experimentally, none of these systems have progressed to even a preclinical stage of development.

### 14.4 Controlled-Release Systems for Arterial Disease

Atherosclerosis is a chronic disease of the arterial system that is the pathophysiologic basis for heart attack and stroke. Atherosclerosis is caused in part by increased levels of cholesterol-containing lipoproteins, and the interaction of other risk factors including hypertension and cigarette smoking. Care of patients with atherosclerotic vascular disease has been greatly improved by introduction of a class of cholesterol lowering medications, known as the statins, which inhibit cholesterol production.

Coronary artery disease has also been successfully treated in many cases by coronary artery bypass graft surgery. In the 1980s, stent angioplasty emerged as a
novel and potentially very important interventional approach for treating coronary disease, and arterial occlusive disease in general. A stent (Fig. 14.2) may be defined as an expandable framework that can be delivered to the site of an arterial obstruction by a catheter and is then deployed either by inflation of an inner coaxial balloon catheter, or by self-expansion of struts consisting of shape memory alloys such as nitinol (nickel–titanium). However, while the use of stents led to acute improvement in most patients, 30–50% of these individuals developed reobstruction of the stented arterial region, a disease process known as in-stent restenosis (ISR), in less than 1 year [2]. To address this problem, controlled release drug eluting stents (DES) were developed [2, 3]. Over the past decade, the DES has become one of the most widely used controlled release treatments, and thus, it is a major focus of this chapter.

14.5 Drug Eluting Stents: Challenges and Solutions
(Table 14.1 and Fig. 14.2)

Placing a polymeric drug delivery system on the struts of a balloon deployable or self-expanding stent is a very logical but challenging approach to local delivery of agents that can prevent disease processes leading to ISR. ISR has been extensively
studied clinically, and well validated experimental models have been developed for investigating novel therapies. The challenges and constraints involved in delivering a sustained release preparation are as follows: (1) the surface capacity of the typical coronary sized stent is small, typically less than 1 cm²; (2) the stent coating with contained drug cannot interfere with the mechanical expansion of the stent, thus limiting the amount and types of polymers that might be used; (3) the biocompatibility and inflammatory characteristics of the polymer coating for controlled release are of importance in view of the potential for a host response to the deployed stent; (4) because of these factors, the amount of drug that can be contained on a stent is small, without an obvious possibility for redosing; and (5) owing to the latter factor, drugs of choice must be highly potent and thus may have broad cytotoxic effects.

DES development for the treatment of coronary disease has successfully addressed many of these issues [4, 5], but with some notable limitations (Table 14.1). At present, there are only two types of pharmaceutical agents, taxanes such as paclitaxel (Fig. 14.3a), and sirolimus (Fig. 14.3b) or its related analogs used in DES devices. These agents have been shown to be clinically effective in DES for preventing coronary ISR. Paclitaxel is a well established anticancer agent and the most widely used agent of the taxanes, a class of agents that inhibits cell proliferation by disrupting microtubule formation [5]. Sirolimus and its analogs, such as zotarolimus and everolimus, inhibit cell proliferation through cell cycle disruption via inhibition of mTOR, a receptor known as the mammalian target of rapamycin [5]. Both paclitaxel and sirolimus in DES inhibit regeneration of the endothelium. Thus, patients with DES are at risk for thromboembolic complications and, therefore, are maintained on long term antiplatelet therapy, using daily oral administration of agents such as clopidogrel and similar pharmaceuticals. Nevertheless, for coronary disease the incidence of ISR has fallen to 5% or fewer after 1 year [5]. However, this still accounts for 200,000 or more patients in the USA alone with ISR. Because of this and other limitations of DES therapy to be discussed below, there are great opportunities for continuing research and improvements.

<table>
<thead>
<tr>
<th>Device (Manufacturer)</th>
<th>Drug</th>
<th>Polymer coating</th>
<th>Polymer structure</th>
<th>Release (28 days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taxus® (Boston Scientific)</td>
<td>Paclitaxel</td>
<td>Poly(styrene-b-isobutylene-b-styrene) (SIBS)</td>
<td>Fig. 14.4a</td>
<td>&lt;10%</td>
</tr>
<tr>
<td>Cypher® (Cordis, Johnson and Johnson)</td>
<td>Sirolimus</td>
<td>Polyethylene-co-vinyl acetate and Poly-n-butyl methacrylate</td>
<td>Fig. 14.4b, c</td>
<td>80%</td>
</tr>
<tr>
<td>Endeavor® (Medtronic)</td>
<td>Zotarolimus</td>
<td>Phosphorylcholine-based polymer system</td>
<td>Fig. 14.4d</td>
<td>95%</td>
</tr>
<tr>
<td>Xience® (Abbott)</td>
<td>Everolimus</td>
<td>Poly(vinylidene fluoride-co-hexafluoropropylene) and Poly-n-butyl methacrylate</td>
<td>Fig. 14.4e</td>
<td>80%</td>
</tr>
</tbody>
</table>
Minimal requirements for DES as an implantable drug delivery system consist of the ability to provide effective but safe local drug concentration, i.e., fit the therapeutic window of concentrations, sufficient release duration (still disputable [6], but obviously no less than 1 month), and spatial uniformity, i.e., avoidance of significant

**14.5.1 Basics of Drug Release from DES**

Minimal requirements for DES as an implantable drug delivery system consist of the ability to provide effective but safe local drug concentration, i.e., fit the therapeutic window of concentrations, sufficient release duration (still disputable [6], but obviously no less than 1 month), and spatial uniformity, i.e., avoidance of significant
variation in the amount of drug released from the different parts of the device. Additionally, mechanical reliability, biocompatibility, and deliverability should not be compromised compared to bare metal stents (BMS). Unfortunately, no currently approved DES device fully possesses all of these properties.

To affect vascular pathology, a drug molecule first must be released from the bulk of the DES-associated drug depot to the DES–artery boundary, where it partitions into the arterial wall. The processes driving a drug release from the polymer matrix of DES are distinct from the forces governing biodistribution of released drug in the stented artery. However, these two phases are intrinsically linked [7].

14.5.1.1 DES Coatings

The central technological feature of DES is the association of a drug of interest with the stent material in a form that allows protracted leaching of the drug molecules into the vascular environment. In most cases, drug is deposited in conjunction with a polymeric or nonpolymeric matrix that constitutes the stent coating either in the dissolved form or as discrete drug nanoparticles [8]. Some recent technologies utilize direct drug deposition on struts by exposing the stent to a saturated solution of the drug in organic solvent with subsequent rapid solvent evaporation. However, unless the stent surface is porous, this type of coating requires an additional protective layer of biocompatible polymer to retard loss of drug [4].

Two main release mechanisms exploited in currently available and experimental DES are diffusion through the matrix and matrix disintegration [9, 10]. The latter can take the form of dissolution for water soluble matrices, or chemical degradation, usually due to hydrolysis for water insoluble biodegradable polymers. As it bears to diffusion driven mechanisms, the release rate of a drug is determined by (1) matrix thickness, (2) the partition coefficient of drug molecules between the matrix and external environment, collectively represented by cellular and extracellular components of the arterial wall and blood, (3) matrix porosity and tortuosity, (4) surface area, (5) the drug loading in the matrix, i.e., drug concentration, and (6) the time elapsed since commencement of release (secondary to the changes in drug concentration). Drug release rates of stent coatings diminish after the early burst phase due to depletion of drug in the outermost layers of matrix, resulting in an increased distance through which molecules must diffuse to be released. This explains the non-first order release kinetics observed in monolithic diffusion controlled DES coatings, exemplified by the Taxus® stent (Boston Scientific, Natick, MA). The Taxus® system uses a 316L stainless steel Express 2 stent (132 μm struts), coated with a 16 μm single layer of Translute SIBS [poly(styrene-\(\text{-}\)isobutylene-\(\text{-}\)styrene); Fig. 14.4a] triblock polymer containing paclitaxel, which elutes over about 90 days. Coatings with significantly different release properties can be formulated by varying the ratio between the amount of paclitaxel and polymer, while keeping the total amount of the drug constant.

The problem of release attenuation over time is addressed with the Cypher® stent (Cordis, J&J, Bridgewater, NJ), which is a rapamycin containing DES system.
Cypher® consists of a 316L stainless steel BXVelocity stent platform (140 μm struts), with a 12.6 μm, 3-layer coating comprised of a 2 μm chemical vapor deposited Parylene C [poly(p-xylylene)] base coat, a 10 μm main coat of poly (ethylene-co-vinyl acetate) (PEVA; Fig. 14.4b), poly(n-butyl methacrylate) (PBMA; Fig. 14.4c) and sirolimus, and a 0.6 μm top coat of PBMA. Sirolimus elutes from this stent over about 30 days. The top coat of pure PBMA is a rate limiting membrane that significantly controls the overall release rate. Thus, Cypher® approximately embodies a reservoir based, diffusion controlled release system. With the exception of the burst release period in the first 3–4 days, release fits zero order kinetics until the depot is nearly exhausted.

DES with biodegradable coatings exhibit a continuous layer (4–15 μm) of PLA (Fig. 14.5a), PLGA (Fig. 14.5b), or PLA-co-PCL (Fig. 14.5c) over the struts with the drug dispersed in a biodegradable polymeric matrix. Some systems (e.g., INFINNIUM®, Sahajanand Medical, India) are equipped with an additional topcoat layer of polyvinyl pyrrolidone (PVP; Fig. 14.5d) for the modulation of
release rate, while others (e.g., EXCEL, JW Medical Systems, China) do not have any additional rate-limiting features. Importantly, the main mechanism of release in this group of stent devices is still diffusion of the drug through the biodegradable matrix with matrix decomposition (complete by 6–9 months) being a secondary mechanism of the drug release. Depending on the respective rates of polymer hydrolysis and the diffusion of the water inside the matrix, degradation of the polymeric matrix can occur as surface erosion or bulk erosion. This has implications for the release profile (usually, a zero order kinetics for the surface erosion and a second order kinetics for the bulk degradation). However, this may not be relevant if diffusion based release occurs more rapidly than degradation.
Fig. 14.5 Chemical structures of polymers used in biodegradable stent coatings
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14.5.1.2 Arterial Biodistribution of DES-Delivered Pharmacological Agents

Local arterial pharmacokinetics of drugs delivered by DES is determined by the processes of diffusion and convection [10]. Diffusion reflects the gradient-driven spreading of a pharmacological agent by random motion, while convection describes mass transfer of drug molecules due to the hydraulic pressures and fluid transport across the vessel wall. These two mechanisms explain the dynamics of mass transfer through the vessel wall of any given pharmacologic agent, but do not predict the actual concentrations of the antirestenotic drugs in the different compartments of a stented arterial segment. Arterial drug levels are primarily determined by the amount of the drug released from the stent (which in turn is dependent on the drug loading and the release profile of the DES device) and the physicochemical properties of the pharmacological agent [7, 10]. These properties, such as hydrophobicity vs. hydrophilicity, polarity, molecular mass, govern a series of partitioning events of drug molecules between intra- and extracellular components of the arterial wall and blood, which eventually determine the drug concentrations in various vessel compartments and thus dictate both the therapeutic effectiveness and toxic side effects of DES.

14.5.1.3 Mathematical Modeling of Arterial Drug Pharmacokinetics

Mathematical modeling of complex interactions between DES-delivered drugs and the dynamic environment of the vessel wall has been applied in an attempt to predict the therapeutic and toxic endpoints of various DES systems [11, 12]. In some cases [7, 13, 14], in silico calculations have been correlated with ex vivo and in vivo data allowing partial conclusions regarding the accuracy and predictive values of different mathematical models. Over the last several years, computational approaches based on one-, two- and three dimensional geometrical domains accounting for the effects of polymer coating, stent geometry, drug binding to the cellular and extracellular arterial targets, blood flow, arterial matrix porosity and tortuosity, and presence of atherosclerotic plaque and thrombus have been suggested and developed, resulting in a number of important insights as described below [11, 15].

Effects of Polymer Coating

Several models predict [7, 10] that the amount of the drug incorporated into the DES coating and the kinetics of its release are the main factors determining arterial drug levels. Balakrishnan et al. [7] modeled vastly different diffusion rates of the
drug from the polymer coating, with diffusion coefficients ranging from $10^5$ to $10^{-5}$ m$^2$/s, and showed that extreme cases of the release kinetics are inefficient in terms of transferring drug to the arterial wall. Ultrafast release, approximating a bolus injection, results in high drug levels at the stent–artery boundary, which are not translated into significant arterial drug loading, since the capacity of the vessel wall to absorb the drug is overwhelmed, and the drug is lost into the circulation. On the contrary, extremely slow diffusion through the polymer (less than $10^{-5}$ m$^2$/s) avoids loss of pharmaceutical agent, but peak drug levels at the stent–artery interface at steady state are too low to provide tissue concentrations required for pharmacological activity.

**Effects of Drug’s Physicochemical Properties**

By changing the relative contribution of diffusion- and convection related mechanisms on a drug’s mass transfer, the physicochemical properties of the pharmacological agent, e.g., hydrophobicity vs. hydrophilicity, size and charge, affect the pattern of drug distribution in the artery. Simulations by Hwang et al. [16, 17] predict that spatial variation of drug concentration across the arterial tunica media, given comparable effects of diffusion and convection on drug transport, is lower for hydrophilic drugs such as heparin than for hydrophobic compounds such as paclitaxel, although the latter exhibit much higher overall arterial drug levels. Moreover, hydrophilic drugs are more readily washed out by blood, leading to a decrease in concentrations of stent-delivered hydrophilic compounds at locales close the arterial lumen [16, 17].

**Effects of Stent Design and Deployment Technique**

Simulations consistently show highest transient drug concentrations in arterial tissue immediately surrounding drug-bearing struts, and the lowest concentrations at midpoints between adjacent struts [14]. However, specific strut geometry, the number of struts, the distance between them, and depth of tissue penetration (determined mainly by deployment pressure) determine the actual spatial pattern of drug concentration. An interesting consequence of underembedding of the strut in the tissue is formation of shielded low flow “pockets” on both sides of the strut, creating a stagnant pool of released drug, allowing reuptake of the antirestenotic agent from the circulation into arterial tissue [14].

**Effects of Atherosclerotic Plaque and Mural Thrombosis**

Experiments and mathematical models that deal with normal healthy vasculature assume uniformity of the arterial substrate within a given compartment. However,
atherosclerotic changes in the arteries treated with DES result in marked dissimilarities in drug pharmacokinetics between different locales. These differences derive from the changing ratio of focally applied diffusion and convection forces and from point-to-point variations in partitioning of therapeutic agents into pathological vascular substrates.

Since some degree of peristrut thrombosis is invariably present following stent deployment in both experimental animals and humans, Hwang’s [18] and Balakrishnan’s [13] studies modeled the effect of attending thrombosis on arterial drug uptake following DES implantation. The authors demonstrated that variability in extent and location of thrombus does not affect drug release from the coating, but may significantly alter the process of drug uptake and retention by the stented artery. Computer simulations carried out by Balakrishnan and coauthors [13] show that the focal thrombi that do not spread beyond individual struts increase cumulative drug exposure and respective arterial peak drug levels by 80% due to increasing residence time and surface contact of drug with the arterial wall. Moreover, a diffuse intrastrut thrombus may increase drug uptake by 250% since the diffuse thrombus effectively hinders washout of the absorbed drug into luminal blood. Importantly, when these in silico data were correlated with the pharmacokinetic and histological experimental findings in the pig coronary model, a fair correlation between variability in extent of thrombosis and the variability in sirolimus arterial content was found 3–14 days after the deployment of sirolimus-eluting Cypher® stents [13].

Recently the same research group from MIT [19] has published an experimental study in which they used both human autopsy atherosclerotic aortic samples and balloon injured atherosclerotic rabbit arteries to determine effects of lipid rich atherosclerotic plaque on tissue accumulation of three different lipophilic drugs used in DES devices: paclitaxel, sirolimus, and everolimus. Surprisingly, drug levels found in human and rabbit arterial tissue inversely correlated with lipid content of the samples, defying the predominant theory that lipophilic drugs are partitioned to the higher extent into the lipid-laden portions of the atherosclerotic arteries. Using a fluorescently labeled paclitaxel analog, Tzafriri et al. [19] demonstrated that drug accumulation occurs focally at sites of increased expression of intracellular tubulin, the molecular target of paclitaxel. Similarly, sirolimus and everolimus accumulation in the cryosectioned rabbit tissue correlated with abundance of the intracellular sirolimus target, FKBP-12. Both tubulin and FKBP-12 were upregulated by arterial injury and were reduced in the lipid-laden portions of the arteries [19]. Although DES were not employed in the study, these important data indicate that the difference in local arterial pharmacokinetics following DES-mediated delivery to healthy versus atherosclerotic arteries may be related to dissimilar drug partitioning due to the differential expression of intracellular proteins with specific affinities to the drug molecules.
14.5.2 Translational Systems: Novel DES in Clinical Trials

(Table 14.2)

Table 14.2 Drug eluting stents fabricated without nondegradable polymers as coatings presently in coronary clinical trials

<table>
<thead>
<tr>
<th>Device (Manufacturer)</th>
<th>Drug</th>
<th>Drug delivery mechanism</th>
<th>Polymer structure/characteristics</th>
<th>Release Kinetics</th>
</tr>
</thead>
<tbody>
<tr>
<td>AmazoniaPAX (Minvasys)</td>
<td>Paclitaxel</td>
<td>Microdrop spray crystallization on stent wires</td>
<td>None</td>
<td>98% over 30 days</td>
</tr>
<tr>
<td>Yukon (Translumina)</td>
<td>Sirolimus</td>
<td>Crystals imbedded on microporous surface</td>
<td>None</td>
<td>67% over 7 days</td>
</tr>
<tr>
<td>XTENT (XTENT)</td>
<td>Biolimus</td>
<td>Polylactic acid coating on metallic stent</td>
<td>Polylactic acid (Fig. 14.5a)</td>
<td>45% over 30 days</td>
</tr>
<tr>
<td>Infinnium (Sahajanand)</td>
<td>Paclitaxel</td>
<td>Polylactic acid coating on metallic stent</td>
<td>Polylactic acid (Fig. 14.5a)</td>
<td>50% over 9 days</td>
</tr>
<tr>
<td>IDEAL stent (Bioabsorbable Therapeutics)</td>
<td>Sirolimus</td>
<td>Entirely biodegradable stent</td>
<td>Salicylic acid-derived poly (anhydride-esters) (Fig. 14.5e)</td>
<td>Complete stent degradation in 12 months</td>
</tr>
<tr>
<td>BVS (Bioabsorbable Vascular Solutions)</td>
<td>Sirolimus</td>
<td>Entirely biodegradable stent</td>
<td>Polylactic acid (Fig. 14.5a)</td>
<td>Complete stent degradation in 24 months</td>
</tr>
</tbody>
</table>

14.5.2 Translational Systems: Novel DES in Clinical Trials

(Table 14.2)

The sirolimus eluting Cypher® stent (FDA approved in 2003) and paclitaxel eluting Taxus® stent (FDA approved in 2004) have changed the face of interventional cardiology and markedly improved outcomes of patients [5]. However, safety concerns focused on increased rate of late stent thrombosis (LST), as well as the nonoptimal ISR control in some patient populations have fueled continuous efforts to improve the existing DES platform [2, 4, 5]. This multiyear task culminated in the recent addition of two new products, the everolimus eluting Xience V® stent (Abbott Vascular, Santa Clara, CA) and the zotarolimus eluting Endeavor® stent (Medtronic, Minneapolis, MN). Both devices, collectively known as the second-generation DES, received FDA approval in 2008. Compared to the first generation Cypher® and Taxus® stents, these DES feature improved stent architecture (thinner wires made of cobalt–chromium alloy as opposed to 316L stainless steel of the first-generation products), a much thinner polymer layer (also nondegradable but with improved biocompatibility, see Fig. 14.4d, e) and novel, more selective, sirolimus analogs as pharmacological agents. Although 2–3 year follow ups with both Xience V® and Endeavor® platforms show...
ISR and LST statistics superior to those of the first generation stents [5], the quest for new ideas to improve DES technology is ongoing [4, 20]. New concepts that will most likely be incorporated into design of future “third-generation” DES devices are discussed in this section.

### 14.5.2.1 Stent Material

Several studies have demonstrated that strut thickness is an independent risk factor for ISR [21] by showing a reduced ISR rate associated with the use of stents featuring a 50 μm struts compared to stents with 140 μm struts. Therefore, there is a clear rationale for using the thinnest possible struts in stent design. However, reduction of stent wire diameter must not compromise the radial strength of the deployed stent needed to scaffold the diseased artery. Additionally, the strut material needs to be thick enough to be radio-opaque to allow radiographic imaging. Presently, a platinum–chromium alloy employed in several platforms (e.g., Promus Element™ by Boston Scientific) seems to be the leading material under investigation. Use of other alloys might be justified if dictated by stent design or delivery concept, such as shape memory nitinol alloy for self-deployed stents or magnetizable 304-grade stainless steel for magnetically guided nanoparticle loading onto the stent [22], as discussed below.

### 14.5.2.2 Fenestrated Struts

The NEVO™ stent (Cordis) is a special open cell cobalt–chromium platform featuring oval-shaped drug reservoirs configured inside the struts, excluding the hinge regions. The reservoirs are filled with sirolimus (Fig. 14.3b) admixed with PLGA (Fig. 14.5b). The total dose of sirolimus and its release kinetics approximate those of Cypher®; however, the polymer, being biodegradable, completely erodes in 90 days, leaving behind a BMS. Additionally, the polymer laden surface area of NEVO™ is less than 25% that of Cypher®, so diminished adverse effects due to the polymer-induced inflammation are anticipated. As of this writing, clinical data on NEVO™ are limited to the 6-month results of the NEVO RES-I trial, which showed superiority of NEVO™ compared to Taxus® in late lumen loss, the angiographic endpoint of ISR [23].

### 14.5.2.3 Unidirectional Release

Attempts to decrease the drug and polymer burden by currently designed stents eliminate the polymer and drug deposits that are laid on the inside aspect of the stent meshwork, since with typical deployment techniques this part of the stent (lumen facing, or luminal) never comes into contact with the vessel wall, and the loaded
drug is leached into circulation. Instead the drug (with or without polymer coating) is deposited on the external, abluminal aspect of the stent. This design feature has been realized in the Nobori® stent (Terumo, Leuven, Belgium), Biomatrix® stent (Biosensors, Morges, Switzerland), which both contain Biolimus A9 in a biodegradable PLA coating, and the coatless paclitaxel eluting Amazonia Pax® stent (Minvasys, Genevilliers, France).

An interesting extension of the partial stent coating concept was recently reported [24] describing an anti-CD34 antibody bearing (Genous R™ stent) design with an abluminal biodegradable sirolimus containing coating. The idea behind this combination of treatment mechanisms in one device is to counteract sirolimus-induced inhibition of reendothelialization using the prohealing properties of stent-immobilized anti-CD34 antibody.

### 14.5.2.4 Biodegradable Stents

Biodegradable stents have been investigated for almost two decades, and have now become a clinical reality [4]. BMS were found to be superior to plain balloon angioplasty as they scaffold the artery postintervention, preventing elastic recoil and negative remodeling, which both contribute to lumen loss and restenosis. However, the third component of restenosis, neointimal hyperplasia, is actually augmented compared to balloon angioplasty, partially due to the permanent presence of the implant. Although metallic stents thus far have been well tolerated over time, there have been concerns about long term effects and even chronic inflammation due to the interaction of arterial wall pulsation with a rigid stent structure. Therefore, the concept of a biodegradable stent that remains at the deployment site long enough to prevent recoil and pathological remodeling, delivers drug that prevents injury-related SMC proliferation, and disappears when its task has been completed, is appealing. Although the first prototype of a completely biodegradable stent implant (Igaki-Tamai® stent) was engineered more than 10 years ago and was successfully used in patients in small clinical trial [25], the field did not progress until recently. The main reasons for lack of progress were unsolved issues regarding sufficient mechanical rigidity of nonmetallic stents, and concerns related to the local toxicity of the polymer degradation products.

At present there are a number of biodegradable DES advancing from preclinical studies to clinical trials (Table 14.2). The everolimus-eluting bioresorbable vascular scaffold (Abbott Vascular, Santa Clara, CA) is made of poly-L,L-lactide (PLLA) top-coated with a thin layer of poly-D,L-lactide (PDLA) admixed with everolimus (8.2 μg/mm stent length). Everolimus elution from this stent is complete after 3 months. The device is totally resorbed in 24 months, as assessed by intravascular ultrasound imaging. Recent clinical trial results (ABSORB study) indicate the safety and noninferiority of biodegradable polymer stents composed of polylactic acid compared to BMS [4]. As of this writing, Abbott’s bioresorbable vascular scaffold commercialized under the name Absorb™ has been approved for clinical use in European Union.
Another prospective candidate is the sirolimus-loaded REVA stent (REVA Medical, San Diego, CA). The stent material is a poly(iodinated desaminotyrosyl-tyrosine ethyl ester) carbonate (Fig. 14.5e). The polymer degrades completely within 3 years of implantation into nontoxic excretatable molecules. This DES system allows 95% of its sirolimus dose to be released over 3 months.

14.5.3 Addressing the Inflammatory Potential of Polymer Coatings Used in DES

Despite the success of DES, the inflammatory response to polymer coatings over time remains an important issue [4]. This has been born out in animal studies from the beginning of research in the field, and is also evident in clinical pathology results documenting a continued inflammatory response to DES in human explants years after implantation. Although stent manufacturers have claimed to have developed inflammation resistant polymers, there is little scientific evidence to support this claim. The most likely reason for the success of coronary DES has to do with the potency of the drugs themselves in suppressing the inflammatory response during the period of active drug release, which is actually only a few weeks to months. After this time, arterial patency is probably maintained by the scaffolding effect of the overexpanded stent, which maintains optimal blood flow despite the development of a neointima.

While these circumstances have proved satisfactory for the majority of patients with coronary disease, neither BMS nor DES result in satisfactory outcomes when used for peripheral arterial disease (PAD), an occlusive arterial disease affecting most commonly the femoral artery and its branches in the lower extremities (see below). Thus, translational research efforts at this time are exploring novel polymer coatings for stents and biodegradable stents with DES capability as options for improving the biocompatibility and reducing the inflammatory response to DES coatings.

14.5.4 Drug Eluting Stents: Unmet Needs

While stent angioplasty has led to a paradigm shift with improved outcomes for coronary disease, there is room for improvement. As mentioned above, the restenosis incidence of roughly 5% after 1 year accounts for more than 200,000 affected patients in the USA alone. In addition, neither BMS nor DES, despite widespread aggressive use, offer much in the way of improved clinical outcomes for PAD. PAD affects more than 27 million individuals in North America and Europe and accounts for an annual economic health care burden of more than $100 billion in the USA alone. In addition, DES as currently designed have limited pharmacologic
potential since they contain only a single drug, one dose, no refill capability, and
they cannot be removed from vascular sites except through biodegradation. Fur-
thermore, stents have been investigated for use as cell therapy platforms in a limited
number of experimental studies, and while this approach represents a promising
idea for regenerating the endothelium postangioplasty, none of the concepts studied
thus far have advanced to preclinical investigations. These unmet needs are the
focus of ongoing experimental activity.

14.6 Controlled Release Delivery Systems and Platforms
for the Molecular and Cell Therapy of In-Stent
Restenosis

The importance of the delivery system concept has mostly been overlooked in prior
gene and cell therapy trials. However, proper delivery is crucial to the effectiveness
of complex therapeutics. Since gene transduction in blood vessels requires
prolonged contact of a vector with the tissue substrate, a successful gene delivery
platform should be noninvasively guided to the delivery site, and should be able to
concentrate and immobilize the vector at the tissue interface. Similarly, prolonged
contact of delivered cells with the extracellular matrix increases the chances of
proper cell anchoring via integrin-mediated mechanisms.

The main purpose of a gene or cell delivery system is to deploy and lodge the
formulation close to or directly at the intended site of action. Minimizing contact
between the vectors and bodily fluids prior to deployment at the intended location is of
paramount importance, since it decreases dilution of the vectors and cells, and protects
their surfaces from nonspecific interactions that are detrimental to vector activity and
cell viability. A valid delivery system must also grant physical persistence of the
vectors at the site of delivery in the transduction-competent state, thereby increasing
the chances of delivering transgene to the cells. Moreover, delivery systems can be
designed to incorporate elements facilitating gene transfer to the target cell population
by local modification of the extracellular matrix or by rendering cells more susceptible
to transduction by foreign DNA [26]. Finally, the gene delivery system can be
coformulated with conventional pharmaceuticals with the aim of fine-tuning the
therapeutic activity of the transgene. Thus, the localized nature of cardiovascular
pathology and direct accessibility via endovascular catheters enables implementation
of a wide array of platforms for targeted delivery of cardiovascular therapeutics.

14.6.1 Molecular Therapies for Restenosis Prevention

The introduction of DES in clinical practice has led to a significant reduction of the
incidence of ISR in patients [27]. However, it has become apparent that
the reduction of ISR is associated with an increased rate of late thrombosis in
DES-treated lesions [3]. Aborted healing response, delayed reendothelialization, unresolved inflammation, and stent malapposition have been suggested as the major culprits of this life threatening complication [28].

Conceptually, all DES have an important design flaw, since their use is based on the premise that a single dose device will provide life long protection of the treated artery against ISR. In fact, all clinically used DES devices have a finite amount of drug incorporated in the polymer coating on the stent struts. Therefore, the drug depot is inevitably depleted to the extent that the release rate of antirestenotic drug becomes inadequate to sufficiently suppress SMC proliferation and migration. When that happens, the disease can progress unopposed by pharmacotherapy. Increasing the thickness of the polymer layer to introduce higher drug loads is unrealistic, since polymer coatings on the stent–vessel interface are consistently shown to promote inflammation [29]. Therefore, stent based therapeutics with the capacity of permanent modification of vascular substrate are a conceptually appealing alternative to DES technology. These novel stent-based therapeutic modalities make use of gene and cell therapy approaches or the combination of both.

14.6.1.1 Gene Therapy

In broad terms, gene therapy is a modulation of abnormal physiological functions at either the cellular or organism level achieved by the introduction of exogenous genetic material. Depending on the vector used for gene delivery and the nature of the transgene, gene transfer to cardiovascular tissue can be associated with either transient or permanent modification of tissue substrate. The possibility to effect proliferation and migration of various cell populations, extracellular matrix deposition, and thrombogenicity of the vessel wall, i.e., the processes pivotal to both atherosclerosis and restenosis, has prompted numerous vascular gene delivery experiments pursuing both knock-in and knockdown genetic approaches [30].

Nonviral gene delivery vectors, i.e., formulations of plasmid DNA stabilized with cationic molecules (peptides, polymers or lipids), are the safest choice for therapeutic gene transfer in the vasculature [30, 31]. However, transgene expression following nonviral gene transfer to injured arteries is typically suboptimal in both magnitude and duration [30].

All of the major categories of viral vectors including retroviral, lentiviral, adenoviral, Adeno-associated virus vector [30, 32, 33], as well as more “exotic” viral constructs based on the Semliki Forest virus [34] and hemagglutinating virus of Japan [35] have been investigated for vascular gene delivery. Such vectors differ significantly in onset, extent, and duration of therapeutic transgene expression and severity of local and systemic inflammatory/immune reactions they elicit.

Currently, nonviral vectors, the third-generation adenovirus vectors, devoid of the viral genes triggering immune response (helper-dependent or “gutless” vectors) and the Adeno-associated virus vectors, appear to have the highest potential as platforms for the development of clinical grade vascular gene therapies for ISR prevention and treatment.
Catheter based delivery of viral and nonviral gene vectors to stented arterial segments is now a well established experimental modality that has shown therapeutic effectiveness in rodent, pig, and primate models of vasculoproliferative disease, including restenosis [36]. Recently, several Phase I human trials have demonstrated the feasibility and safety of gene transfer for prevention of restenosis arena [37, 38].

14.6.1.2 Cell Therapy

Loss of the protective endothelial layer due to stenting injury is an important precipitating factor of ISR [39]. Moreover, delayed regrowth of endothelium related to DES usage underlies LST, a rare (<1.5%) but serious complication associated with 30% mortality [3]. Therefore, promoting early reendothelialization is a rational and realistic approach for the prevention of ISR and LST.

Endothelial cell therapy has been realized by several different approaches. Initially, attempts were made to immobilize autologous [40] or xenogeneic [41] endothelial cells on the stent surface prior to stent deployment. This was achieved by culturing cells in a bioincubator in the presence of the stent. Although a significant fraction of the cells was lost during the high pressure stent deployment, the remaining surviving cells located mostly on the lateral aspect of the struts were able to proliferate and speed up reendothelialization of stented arteries [40, 41].

Later developments in the field employed “dwelling” delivery of concentrated suspensions of endothelial cells [42, 43] and endothelial progenitor cells (EPC) [44–47] in the lumen of the injured segment of artery immediately after endothelial denudation. Although no active cell capturing strategy was employed in these studies, incorporation of delivered cells in lieu of missing endothelium in rodent [46] and rabbit [43–45, 47] models has been demonstrated by several groups. Moreover, restoration of normal vascular responses to vasoconstrictors and vasodilators [44, 47], and in some cases attenuation of neointimal formation [45, 46, 48] achieved with these therapies, are indicative of functional competence of the delivered cells.

The latest development in the field of cell therapy to mitigate restenosis is an EPC capture stent. This product (Genous Bioengineered R™ stent; OrbusNeich, FL, USA) is a dual helix R-stent platform, onto which an anti-CD34 antibody is incorporated. Following stent deployment, CD34-positive cells from circulation, a significant fraction of which are EPC, are captured and tethered to the stent as they pass across the stented segment. Extremely rapid (1 h) reendothelialization of the stent and lack of mural thrombus with the R-stent were demonstrated in the pig coronary model [49]. However, clinical utility of this stent is yet to be demonstrated [50]. One potential problem with this capture strategy is recruitment of SMC precursors in addition to EPC, since this cell type co-expresses CD34 on the cell membrane. Unlike EPC, SMC precursors are proatherogenic and are known to promote neointimal formation after vascular injury [51].
14.6.1.3 Combinatory Approach

As discussed above, rapid reendothelialization of injured arteries has been shown to protect the stented arterial segment against restenosis. However, as demonstrated in several studies, the delivered endothelial cells and EPC do not survive in the endothelial location beyond 4 weeks after delivery. To reconcile these findings with the lasting antirestenotic effects of delivered cells, sustained antirestenotic activity was attributed to the ability of delivered EPC to secrete factors that induce repopulation of injured arteries by normal healthy endothelium on the edges of the injured arterial segments. In order to enhance the ability of delivered cells to recruit adjacent noninjured endothelium and to promote survival of the delivered EPC, several groups have pursued the idea of ex vivo EPC transduction with the genes exhibiting antiapoptotic and antirestenotic activities prior to delivering the cells to the denuded arteries in vivo [52, 53]. In general, a more profound inhibition of neointimal formation was observed in the groups of animals treated with transduced cells compared to nontransduced control EPC [52, 53].

14.6.1.4 Other Molecular Therapies

A delicate balance between proliferation and apoptosis of cell populations in normal and injured vasculature, controlled ingress of blood borne cell types into vessel wall, and the dynamics of extracellular matrix synthesis and breakdown is achieved by elaborate interplay of multiple growth factors, cytokines, and chemokines [54–56]. These protein molecules exert their specific effects by activating cognate receptors on the cell surface. An additional layer of complexity is superimposed onto this intricate network by the context specific nature of cell signaling. Thus, the ultimate physiologic outcome of a specific protein–receptor pair interaction is dependent on the status of other signaling pathways. Along these lines, the complex and sometimes redundant molecular pathophysiology of restenosis provides multiple therapeutic “vantage points” for pharmacological modulation of neointimal hyperplasia [55, 57]. Indeed, both low molecular weight inhibitors of several growth factors promoting SMC proliferation and migration [57–61], and neutralizing antibodies against growth factors [62–64] and cytokines [65, 66] were shown to have marked antirestenotic activity in various animal models of restenosis, including ISR [58, 63]. Importantly, modulation of signaling cascades in stented arteries during the first several hours after the stenting procedure cannot be achieved by gene therapy approaches, since even fast acting gene delivery systems require a gap of at least 6 h between cell transduction and the onset of production of a therapeutic product. Therefore, the optimal pharmaceutical strategy to address pathological processes activated in the vascular wall immediately upon iatrogenic trauma may require a combination of a growth factors or inhibitors to instantly modify signaling processes in the stented artery, and a matching gene therapy allowing for sustained
pathway modulation. The same logic is relevant in the case of some protein inhibitors of the coagulation cascade [67] and of key enzymes of the antioxidant defense system [68], since both intramural thrombosis and reactive oxygen species-mediated potentiation of mechanical injury are early and potentially preventable elements of restenosis pathology.

14.6.2 Gene Delivery Stents

Immobilization of gene vectors on stents may represent an alternative to DES, since (1) gene therapy can attain a longer lasting therapeutic modification of the vascular substrate, addressing both primary atherosclerotic process and restenosis as a response to iatrogenic vascular trauma; (2) gene interventions allow more choices than conventional low molecular weight drugs for selective inhibition of SMC proliferation and migration while maintaining and even enhancing endothelial regrowth; and (3) expression levels of a transgene and modulation of its biological activity can both be controlled with low molecular weight compounds, providing an additional level of pharmacologic regulation.

From the pharmacokinetic standpoint, stents represent an advantageous platform for local vascular gene therapy due to several circumstances common to DES and gene eluting stents: (1) higher arterial concentration of gene vectors can be achieved with stent-immobilized in comparison to nonimmobilized vectors following administration of smaller input dose; (2) vector immobilization on the stent minimizes distal spread of gene therapeutics, limiting inadvertent inoculation of nontarget tissues; (3) since cell activation and proliferation in the setting of ISR are almost exclusively observed in the vicinity of stent struts, tethering of gene vectors to stent wires places the genes close to the anticipated action site.

Previous experimental work from our group [26, 69, 70], as well as from others [31, 71–73] has established feasibility and therapeutic efficacy of gene vector immobilization on the surface of stents for prevention of ISR. However, methods previously used for tethering gene therapeutics to stent struts do not allow for strict control of release rate of the vectors. Numerous reports [74, 75] have documented that suppressed neointimal growth can recur if the inhibiting modality is withdrawn early, thus advocating for sustained release of gene vector over a 2–4 week vulnerability period. However, in the majority of published studies employing passive immobilization of gene vector in a stent coating, up to 90% of vector payload is typically released within 12–24 h [73, 76]. Furthermore, bulk immobilization of viral and nonviral vectors in polymer coatings engineered on the surface of stents is associated with a polymer-triggered inflammatory reaction [29].

Our prior research [77] investigated a concept of surface tethering of adenoviral (Ad) vectors to BMS using surface modification of steel with polyallylamine bisphosphonate (PAB; Fig. 14.6a), which is capable of forming strong coordination bonds with Fe, Ni, and Cr atoms on the steel surface. Primary amine groups of PAB were further utilized to derivatize the stent surface with Ad-binding affinity
molecules, enabling high affinity binding of Ad vectors to stents. Two virus binding moieties investigated in these studies were the high affinity monoclonal antibody (clone E 980407) to the knob protein of serotype 5 human adenovirus, and the D1 domain of Coxsackie-Adenovirus Receptor, an Ad-binding domain of the naturally occurring Ad receptor on the surface of epithelial and mesenchymal cells.

Using affinity immobilization of Ad vectors to model meshes and stents we demonstrated site specific transgene expression in SMC in vitro and in the rat carotid model of stent angioplasty, respectively. The intensity of transgene expression

**Fig. 14.6** (a) Chemical structure of polyallylamine bisphosphonate (PAB). (b) Replication defective adenoviruses (Ad) were modified by reacting lysine residues of capsid proteins with a bifunctional amine/thiol reactive hydrolyzable crosslinker (HL) possessing a hydrolyzable ester bond separating fragments Z1 and Z2. Stainless steel meshes or stents were consecutively exposed to a solution of polyallylamine bisphosphonate comprising latent thiol groups (PABT) and a reducing agent, TCEP, to activate thiol groups on the surface. To expand the amount of available thiol functions, a subsequent treatment with polyethyleneamine modified with pyridydithio groups, PEI(PDT), and dithiothrietol was used. Finally, HL-modified Ad vectors reacted with thiolated metal surfaces, leading to covalent tethering of Ad. Subsequent release of covalently immobilized Ad is dependent on hydrolysis of the ester bond in the HL backbone. Reproduced from [78]
measured with two reporter systems (GFP and luciferase) was approximately tenfold higher for D1-tethering compared with antiknob antibody tethering, which correlated well with reported higher affinity of the antibody–Ad interaction (kD = 10^{-9} M) compared to the D1–virus interaction (kD = 10^{-8} M). Moreover, D1-mediated tethering of adenoviruses encoding inducible form of nitric oxide synthase (Ad-iNOS) on stents significantly decreased neointimal formation compared to BMS 2 weeks after deployment in rats [77]. It is noteworthy that the total thickness of the PAB molecular monolayer did not exceed 5 nm and was shown not to aggravate stent-triggered inflammation in comparison with BMS.

The main disadvantages of the protein affinity-binding immobilization technology are difficulties in scaling up the process and poor control over vector release kinetics. Although we demonstrated the presence of vector at the interface between the struts and arterial wall 24 h postdeployment and reporter (GFP) activity in all three arterial layers 7 days poststenting, the duration of vector binding to the stent in vivo may be far from optimal. It is problematic to prolong vector linkage to struts with the affinity binding technique, since the vector association with stents is determined by the D1/knob or anti-knob antibody/knob affinity, local pH, and protein content of blood and tissue fluid, i.e., by factors that cannot be changed deliberately. Furthermore, protein affinity binding technology cannot be immediately adapted to other viral and especially nonviral vectors, since it implies availability of a vector binding molecule with Kd in the range 10^{-8}–10^{-9} M. Moreover, vector binding strategies based on protein affinity interactions are difficult to adapt to manufacturing scale primarily because of protein stability and species specificity.

Driven by the limitations of affinity immobilization, we have recently developed a new methodology for the reversible binding of recombinant replication-defective adenoviruses to metal surfaces [78] (Fig. 14.6b). This method is based on hydrolyzable crosslinker (HC) molecules that directly append vectors to poly (allylamine bisphosphonate) activated steel. Subsequent release of the vectors is governed by the kinetics of crosslinker hydrolysis and can be modulated by using crosslinkers with varying hydrolysis rates. A new conjugation strategy necessitated a change of PAB chemical design with the introduction of latent thiol groups in the side chains of polymer molecule. This novel compound, PABT (T indicating a thiol-reactive group), was successfully synthesized and characterized [78].

The covalent linkage between virus and HC is achieved due to the interaction of the N-hydroxysuccinimidy group at one end of linear HC molecule with lysine amines of viral capsid. The pyridyldithio (PDT) group at the opposite end of HC is then utilized to link the virus/multi-HC conjugate to thiols introduced onto the surface of steel after deprotection of latent thiol groups of PABT. This linking strategy by itself was sufficient to achieve significant binding of Ad particles to the surface of model steel samples. However, we chose to expand the amount of available thiol group on the metal surface introducing an additional amplification step, exposing the thiol-activated metal samples to aqueous solution of pyridyldithio-engrafted polyethyleneimine, PEI(PDT) followed by reduction of
PDT back to thiols with dithiothreitol. We demonstrated that the “amplification” protocol resulted in 4.5 fold higher Ad immobilization, compared with the basic “no amplification” protocol [78].

Release rate of Ad from the model steel surface was studied by fluorescence microscopy using fluorophore-labeled virus particles immobilized via crosslinker tethering. After a burst release of 30% viral load in the first 5 days, the release curve approximated a zero order fit resulting in 80% Ad released over the 30 day course of the experiment. Importantly, moderate modification of Ad capsid with HC (up to 1:2 × 10^4 reagents molar ratio) had no adverse effects on Ad infectivity towards SMC. Transduction experiments with covalent attachment of Ad vectors through the cleavable linker demonstrated robust site specific reporter expression in vitro and in vivo. Moreover, a significant antirestenotic effect of Ad-iNOS immobilized on the stent surface via HC tethering in comparison with BMS was demonstrated in the rat carotid models [78].

14.6.3 Nanoparticle Based Controlled Drug Release
Strategies for Cardiovascular Disease

A major paradigm shift in the treatment of cardiovascular disease is expected to emerge from the development of new concepts in drug, gene and cell therapies. These experimental therapies combining biomedical nanotechnology and pharmaceutics have the potential to radically change the way these diseases are treated today by creating novel, safe and effective approaches based on the use of particles smaller than 1 μm (namely, nanoparticles) that have unique properties as controlled delivery vehicles [79]. As drug delivery carriers, nanoparticles (NP) can offer several important advantages: (1) therapeutic agents associated with NP can potentially be concentrated at the disease site, preventing their distribution to healthy tissues (targeting); (2) the incorporated drug can be released at a rate that is adjusted to the pathological course of a disease (controlled release); and (3) after releasing the drug the particles will be gradually broken down into nontoxic small molecules that can be excreted (i.e. biodegradability).

While biomedical nanotechnology has shown promise to redefine the modern concepts of disease therapy, there are a number of significant challenges that need to be addressed before research discoveries can be translated into clinic. The most obvious ones are related to safety. Our knowledge of how NP, whether derived and modified from natural sources, or artificial, interact with the human body, and how their parameters should be tuned to achieve optimal biocompatibility is still lacking. Thus, in addition to basic safety prerequisites applying to all injectable drug formulations, such as the submicron size range that is essential to prevent blockage of small blood vessels in the body, a set of specific requirements accounting for the unique nature of pharmaceutical nanocarriers is currently being defined through extensive preclinical research. Identification of
the potential causes of toxicity associated with nanoparticulate formulations is critical for developing fully biocompatible and nontoxic NP as drug/gene delivery vehicles.

The desire to develop drugs with minimal adverse effects and high efficacy has led scientists to seek a “magic bullet,” a highly selective pharmacotherapy that acts directly on its target while minimally affecting healthy tissues. This “ideal drug” concept was originally proposed and developed by Paul Ehrlich, a recipient of the Nobel Prize for Physiology or Medicine in 1908 [80]. Considerable efforts are now being invested in developing new and safer drug molecules. However, the therapeutic window, defined as the dose range where a pharmacological effect can be achieved without significant adverse reactions, remains extremely narrow or even nonexistent for a large number of clinically used and experimental agents due to their limited specificity and the resultant off-target effects on healthy cells and tissues. Poor selectivity of drug effect can potentially be addressed using drug targeting strategies. However, despite the long history of drug targeting research, only recently have the first targeted therapeutics been introduced into clinical use. Standards of pharmacological selectivity adopted by the drug development industry are constantly increasing, which is the main driving force behind an intensive ongoing search for novel targeting principles as the basis for original, clinically useful methods.

Targeted delivery of drugs formulated in biodegradable NP has the potential to make therapeutically adequate local drug concentrations achievable at significantly reduced doses, thus preventing systemic exposure to toxic drug levels and improving safety of treatment. An important factor determining the success of a treatment strategy is the ability to provide sustained presence of therapeutic agent at the site of disease at a therapeutically adequate amount. As an example, drug release from DES may occur too rapidly in noncoronary vasculature, which may be the main cause of the suboptimal performance of DES in peripheral artery disease [81]. Thus, there is an unmet need for drug delivery systems whose drug release rate can be adjusted for a specific therapeutic application. In this respect the use of NP formulations with controlled release properties and capacity for targeting may offer important advantages.

### 14.6.3.1 Nanoparticulate Delivery Systems for Restenosis Treatment

Nanoparticulate systems possess a unique combination of pharmaceutical and logistic characteristics making them a promising platform for local delivery of conventional drugs and molecular therapeutics in the context of restenosis. Incorporation of active pharmacological moieties into a NP carrier serves several purposes: (1) it increases local drug concentration in the tissues, into which NP are partitioned, thus allowing reduced total administered dose and achieving better control of drug-related adverse effects; (2) due to sustained release characteristics, incorporation into NP extends the presence of drug in the tissue and prolongs their pharmacological activity; (3) administration of extremely hydrophobic molecules
that cannot be given as free drug because of the low solubility in plasma is possible in the NP form; (4) protection of nonreleased drug from enzymatic and nonenzymatic disintegration is achieved; (5) NP incorporation facilitates the passive and active targeting to specific tissues; and (6) inclusion into NP accelerates uptake of pharmaceuticals into cells.

Types of NP Systems Used for the Prevention of Restenosis

A broad definition of NP includes all varieties of monolith- and reservoir-type submicron carriers, including polymer-based and nonpolymeric (e.g., liposomes) systems. In the context of the present review, nonmodified viruses are not considered NP.

Several types of polymers have been studied in conjunction with NP-based drug and gene delivery for prevention and treatment of restenosis. Owing to their biodegradability, polylactide (PLA) [82, 83] and polylactide-co-glycolide (PLGA) [84, 85], including polyvinyl alcohol-grafted PLGA [86] and polyethylene glycol-grafted PLGA [87], have been investigated more systematically than other polymers. These versatile polyesters lend themselves to several NP formulation techniques such as emulsification–evaporation, solvent displacement, salting out, and emulsification–diffusion [83], allowing high yield incorporation of hydrophobic drugs. Moreover, formulation variables can be adjusted to impart partial control over NP size and drug release rate [83].

Release of the drug loaded in NP is governed predominantly by diffusion rather than breakdown of the polymer, since the degradation of PLA and PLGA is typically insignificant in the time frame over which drug release takes place. Release rate of a drug depends primarily on the partition coefficient of the drug between the leaching media and polymeric matrix and on NP size, smaller size being associated with faster release. For the majority of reported PLA- and PLGA-based NP formulations nearly complete drug release is observed over a 0.5–2 day period if sink conditions are properly modeled.

PEG-modified poly-(epsilon-caprolactone)-[88] and albumin [89] based matrix type NP (both loaded with paclitaxel) have also been investigated as antirestenotic treatments. In these cases PEG surface modification was used to confer delayed processing by the reticulo-endothelial system. Recently, NP consisting of three dimensional crosslinked polymeric networks obtained by free radical polymerization of poly(N-isopropylacrylamide), PEG-maleic anhydride, and vinyl pyrrolidone have been used to locally deliver rapamycin to balloon-injured rat arteries [90].

Several groups have pursued development of liposome based nonpolymeric NP carriers for local vascular application in restenosis prevention studies, e.g., lipid/PEG-stabilized perfluorocarbon emulsions with rapamycin incorporated into a surfactant layer [91] and HSPC/cholesterol vesicles loaded with prednisone [92]. It is currently not clear whether lipid based NP systems provide any advantages compared to polymer-based entities for local treatment of restenosis.
Elimination Kinetics of Drugs Delivered with NP Systems

Tissue damage associated with balloon angioplasty and stenting creates multiple tears and crevices in arterial media [93, 94]. Upon local delivery of NP to stented arteries, these spaces become accumulation hubs for NP, which can reside for prolonged periods of time shielded from the shear forces of flowing blood. Less protected NP, dwelling in more accessible sites, are rapidly lost during the first minutes of recirculation [93]. Therefore, two separate processes are responsible for the decrease of drug concentration in the arterial wall after local vascular delivery, namely loss of the particles into circulation and release of drug from those NP that remain associated with the artery (Fig. 14.7). After being released from the polymer matrix, some drugs degrade rapidly and thus cannot be detected by standard analytic methods such as HPLC. The processes of NP elimination and drug release from the carrier may have dissimilar kinetics and thus in some instances can be differentiated by careful analysis of the drug elimination curve [93]. After completion of the particle washout phase, drug elimination from the arteries approximates the kinetics of drug release from NP, provided $t_{1/2}$ of the released drug is short relative to the time required for its release [93].

Fig. 14.7  Focal arterial levels (logarithmic scale) of a tyrphostin drug, AG-1295 delivered from PLA nanoparticles (160 nm, 530 μg/ml, 1.5% w/w drug in polymer) as function of time after delivery (solid line). Also shown is a biexponential fit reflecting the decrease of arterial drug concentration over time as a sum of two first order kinetic processes with fast (dashed line) and slow (dotted line) kinetics. Reproduced from [93]
NP for Targeted Delivery to Blood Vessels

Effective targeting of NP formulation to stented vascular tissue is of great importance, as it allows for achieving therapeutic efficacy with lower drug doses, which in its turn can reduce off target side effects. Four distinct targeting paradigms amenable to vascular tissue targeting of NP systems have been described in the literature. The first mechanism exploits localized structural alterations in arterial tissue introduced by vascular intervention per se. Limited injury of arterial wall can facilitate localized vascular uptake of NP formulation upon both systemic and local administration. Focal delivery of fluorescently labeled NP to balloon injured, but not normal healthy arteries has consistently been shown to result in NP accumulation in medial and adventitial compartments (Fig. 14.8). According to Uwatoku et al. [95], local vascular trauma induces a temporary state of enhanced permeability and retention (EPR) effect, which facilitates ingress of NP into deeper layers of the vessel wall. In accordance with their hypothesis, these authors have shown marked antirestenotic effects of intravenously injected doxorubicin incorporated into a polymer micelle carrier system, but not of an equivalent dose of free doxorubicin in the single and the double injury rat carotid model [95].

The second and the third targeting schemes capitalize on the enhancement of affinity between NP surface and vascular substrate. The difference between them is in the degree of specificity of these NP-anchoring interactions. Many studies have investigated nonspecific targeting of NP to the arterial wall after balloon or stent...
injury by exploiting electrostatic interaction between positively charged NP and negatively charged extracellular matrix exposed due to the vascular trauma. This is the second targeting approach. For example, 7–10 fold higher arterial drug levels were observed in balloon-injured dog and porcine arteries using PLGA particles modified with the cationic compound didodecyldimethylammonium bromide, compared with nonmodified NP [96]. Additionally, use of polymeric surfactants with tissue adhesive properties, e.g., carbopol [97] was demonstrated to increase NP residence in vascular tissue due to the physical entanglement of tissue glycoproteins with NP polymer chains, forming multiple hydrogen bonds and anchoring the NP in situ.

The third approach involves more specific targeting. For example, NP surface has been decorated with RGD peptide motifs for integrin tethering, or short peptide sequences identified by phage biopanning against ECM [98] or balloon injured arteries [99]. Other studies have investigated arterial targeting properties of the sequences derived from apoB100 apolipoprotein [100] that previously have been shown to mediate affinity of low-density lipoproteins to vascular tissue [101]. Furthermore, covalent derivatization of the surface of liposomes with antibodies to tissue factor was demonstrated to increase liposome association with injured porcine carotid arteries [102].

Finally, physical force-driven concentration of NP or cells in the region of interest, exemplified by magnetic targeting approaches, represents the fourth vascular targeting paradigm, which will be dealt in detail in Sect. 14.6.4.

Routes of Administration

Typically, NP-based antirestenotic therapies are administered as local or regional instillations of NP suspension into the stented or otherwise injured arterial segments. This approach requires catheterization of a culprit artery, rendering the concept less attractive (albeit not prohibitive) to clinically oriented researchers. An important alternative to the local NP delivery paradigm is the use of systemically administered nanoformulations of clodronate and related bisphosphonates, either as liposomes [103] or solid polymeric NP [104]. As with any sterically unprotected nanoparticulate matter in the 200–400 nm size range, these particles are rapidly cleared from the circulation by the reticuloendothelial system, mainly through phagocytosis by specialized macrophages in spleen (red pulp sinusoidal cells) and liver (Kupffer cells) causing apoptotic death of these cells. Monocytes in the blood are also effectively depleted by this treatment [104]. Since postinjury infiltration of vascular tissue by monocyte derived macrophages is one of the central themes in the multifaceted pathogenesis of restenosis [105], depletion of macrophages significantly decreases the severity of arterial narrowing after balloon injury and stenting in rodents and rabbits [103]. Interestingly, local arterial delivery of the same liposomal formulation that ameliorates restenosis upon systemic administration demonstrates only marginal antirestenotic effectiveness [103].

It is of importance that the pharmacologically distinct antirestenotic activity of bisphosphonate containing liposomes [102], which act through systemic
macrophage depletion, in comparison with the NP formulations of locally active cytotoxic drugs (e.g., paclitaxel), would appear, at least in experimental settings, to eliminate the requirements for significantly protracted release of antirestenotic agents. Indeed, after uptake by monocytes/macrophages, which takes place within minutes of systemic injection, fast release of the incorporated clodronate may be even advantageous. This circumstance provides a valid example of a principle that NP system design should be governed by the anticipated pharmacological activity of the nanoparticulate drug.

Additionally, systemic administration of NP formulations with local pharmacological activity is also feasible for long circulating NP that exhibit exceptionally effective targeting properties for injured arterial tissue, as exemplified by a recent publication describing preferential accumulation of “nanoburrs” in angioplastied rat arteries [98]. In addition to the PEG surface shell bestowing long circulating properties, these nanodevices are modified by some PEG molecules conjugated with a targeting peptide sequence, KLVWLPK. This peptide sequence was identified by phage display against collagen IV, the main constituent of arterial basement membrane.

14.6.3.2 NP-Based Systems for Gene Delivery

Since cationic polymers and cationic lipids condense DNA molecules into distinct particles satisfying the size requirements of nanosystems, lipoplexes, polyplexes, and more complex tricomponent systems such as lipopolyplexes fall into the category of nonviral gene delivery NP vectors. Lipoplex [106] and polyplex [107] type nonviral gene delivery systems were among the earliest gene delivery vehicles examined for vascular gene therapy. Owing to their proven safety record, they remain actively investigated in both experimental [108] and clinical settings [38].

Monolithic PLGA NP have also been demonstrated to be suitable for incorporation of DNA molecules for gene therapy application [109]. The main problems with inclusion of DNA into solid polymeric NP are the hydrophilic properties of DNA molecules, necessitating the development of special techniques such as the double emulsion method for adequate incorporation into NP, and the use of organic solvents and vigorous mixing of organic and aqueous phases that can permanently denature DNA in the process of NP formation. However, these obstacles have been partially resolved as evidenced by the plethora of studies reporting effective gene transfer in vitro and in vivo [110, 111] with PLGA-based NP systems. Another approach was applied by Chorny et al. for magnetically enhanced DNA delivery capitalizing on DNA complexation with PLA-based magnetic NP modified in situ by polyethyleneimine surface deposition using an oleate ion pairing strategy [112].

The effectiveness of viral vector mediated gene transfer can also be improved by NP complexation. One recent example [113] is surface derivatization of PLA-based NP with CAR-D1, a recombinant protein that is the adenovirus binding domain of the Coxsackie-Adenovirus receptor, using photochemical anchoring of thiol-reactive polymer into the PLA matrix with subsequent covalent attachment of an end-thiolated
form of CAR-D1. This platform has enabled high-affinity binding of adenoviral vectors to the surface of activated NP, resulting in the formation of characteristic rosettes as evidenced by transmission electron microscopy studies (Fig. 14.9).

Vector uptake inhibition experiments employing an excess of free knob protein to compete with the Ad binding to CAR-D1 receptors on the cell surface have demonstrated that Ad–NP complexes utilize a distinct mechanism of cell entry that does not involve engagement of CAR receptors. This finding correlates with significantly increased transduction of cell types exhibiting low level CAR expression by Ad/NP complexes in comparison with unmodified Ad vectors. This affinity complexation approach was further shown to be effective for creating Ad complexes with magnetically responsive NP [114], enabling magnetically guided gene delivery, as discussed below.

14.6.4 Magnetic Stent Targeting with Nanoparticles as an Example of an Advanced Controlled-Release Strategy

Magnetically targeted delivery offers several important advantages in the context of antirestenotic therapy. The underlying mechanism of magnetic targeting makes it an active targeting strategy [115], as it enables externally controlled guidance of a therapeutic agent to the site of disease in contrast to targeting approaches that do not actively influence the local or systemic distribution of a drug carrier, but rather attempt to control its therapeutic or adverse effects by either improving its binding and retention at the site of disease, or by engineering such agents to exhibit pharmacological activity only in their target organs and not elsewhere.

The idea of using magnetic force for targeted therapy is not new and is seemingly straightforward. In its simplest form, which can be termed as a “one source” approach: (1) a drug or gene vector is bound to a magnetically responsive nanoparticle (MNP); (2) a suspension of such MNP is injected in the bloodstream; and (3) a strong magnet is used to concentrate the drug-loaded MNP at the site of disease.
Importantly, both strong magnetic fields and MNP in the form of nanocrystalline iron oxides have a long history of clinical use in magnetic resonance imaging, and their safety and biocompatibility are well established [116].

Why has magnetic targeting remained unrealized despite the intensive efforts by many research groups worldwide? The answer is in the limitations of the currently used magnetic guidance systems and the challenge in developing MNP that are both biocompatible and adequate for magnetically controlled delivery. Straightforward magnetic guidance by an externally applied strong magnet is not suitable for concentrating magnetic carrier nanoparticles deep inside the body, since the physics of magnetic interactions precludes focusing the magnetic force at a distance from the magnet [117]. This is the main reason why this approach, which has been shown to be successful in small animal models (typically mice), where the penetration depth of an externally applied magnetic field is of the same order as the animal body dimensions, is difficult to translate into clinical settings. Implantation of a permanent magnetic device for the purpose of attracting MNP to the target site, while feasible, may not be useful in practice, since its presence poses a safety concern, and therefore, its surgical removal is required. Thus, potentially viable applications of this strategy in humans are limited to sites localized close to the body surface [118]; however, it is not readily applicable for targeting nonsuperficially localized blood vessels.

A conceptually different principle of magnetic targeting ("two source" strategy) was first described theoretically and then realized experimentally in several studies [22, 119, 120] discussed below in more detail. This novel approach is unique in taking advantage of a vessel stent made of a magnetically susceptible material, such as 304 grade stainless steel, as a platform for site-specific delivery of MNP, as shown in Fig. 14.10. As opposed to the traditional "one source" approach (externally applied strong magnet), this "two source" strategy makes use of a powerful and deep penetrating uniform magnetic field created by the first field source, such as a clinically used MRI scanner or catheter guidance magnetic navigation system, as a switch controlling the magnetic interaction between the stent and MNP.

![Fig. 14.10](image)

Fig. 14.10 Targeted local delivery of MNP to a magnetizable stainless steel stent in the presence of a uniform field generated by paired electromagnets. The field induces high gradients on the stent and magnetizes drug-loaded MNP, thus creating a magnetic force driving MNP to the stent struts and adjacent arterial tissue. Reproduced from [22]
Because of its uniformity, this magnetic field alone is not sufficient for exerting a magnetic force on MNP. However, when the field is applied, the stent deployed in a target blood vessel becomes magnetized (acting as a “second source”), breaking the uniformity of the magnetic field in its vicinity. This locally generated field nonuniformity, usually referred to as a field gradient, is essential for generating the magnetic force, and results in an attraction of MNP strongly magnetized by the first magnetic field source to the stent and surrounding tissue [22].

Importantly, such a stent can potentially be safely used in human subjects, as it is not a permanent magnet. The lack of adverse phenomena upon exposure to a static uniform field has been demonstrated with analogous stents in human patients [121]. This novel “two source” magnetic targeting approach based on uniform field-induced magnetization is, thus, best implemented therapeutically in combination with stent angioplasty and is directly applicable in the context of ISR treatment.

14.6.4.1  Magnetic Nanoparticles as Targeted Drug/Gene Carriers: Formulation and Properties

In order to be efficient, the magnetic targeting strategy should employ MNP properly designed for magnetically guided delivery of their cargo. MNP used for magnetic resonance imaging, while safe, are too small to be sufficiently responsive to the magnetic force. Therefore, MNP intended for magnetically targeted delivery should be redesigned to provide stronger magnetic responsiveness. Their design should address several basic requirements. First, MNP should not be permanently magnetic or retain magnetization after exposure to a magnetic field [122] to avoid their irreversible association into aggregates that can form emboli. In other words, they should be highly magnetizable in the absence of magnetic remanence (i.e. superparamagnetic). Second, the composition of the particles should allow for their complete elimination from the body when their “task” is completed. Third, such particles should bind their cargo efficiently, yet reversibly, allowing for its release at the target site. Fourth, the size of MNP should be readily controlled within a suitable range to provide optimal efficiency and avoid toxicity.

MNP formulation by polymer precipitation methods [123] using biodegradable polyesters, such as PLA (Fig. 14.5a), PLGA (Fig. 14.5b), or polycaprolactone (PCL; Fig. 14.5f), is a suitable approach where the biodegradable polymer “glues” together a large numbers of nanocrystallites of iron oxide, a magnetic material with proven safety that is clinically used as a contrast agent [116]. Thus, incorporation of multiple small-sized nanocrystals whose individual magnetic responsiveness is too low to allow guidance by the magnetic force results in a strongly magnetizable particle with size compatible with injection into the bloodstream. Importantly, due to their composite design, the property of superparamagnetism is retained in particles with a size sufficiently large for exhibiting magnetic responsiveness adequate for targeted delivery applications.

To form MNP using the polymer precipitation approach, nanocrystalline iron oxide is first suspended in an organic solvent or a mixture of solvents with the help of a suitable surface active agent, typically oleic acid. Solvents are chosen based on
their ability to provide a good medium for dispersion of iron oxide, and the capacity to dissolve the particle forming polymer and a drug compound [22]. The organic phase containing the particle forming components is then emulsified in an aqueous phase, and a suspension of solid MNP is obtained upon solvent removal. Importantly, use of a mixture of water miscible and immiscible solvents, such as tetrahydrofuran and chloroform, incorporated in the organic phase at predetermined ratios, enables size control of the resultant MNP, an essential determinant of their safety and utility for magnetic stent targeting. Control is achieved by varying the amount of chemical energy released upon the redistribution of the water miscible solvent into the external medium promoting the generation of smaller sized MNP [124]. Practically, it was shown that increasing tetrahydrofuran volume fraction in the organic phase from 0 to 75% can reduce the MNP size about twofold (185 ± 3 nm vs. 375 ± 10 nm) [112]. Thus, MNP can be formed using polymer precipitation methodology, with a controllable size and a composite structure well suited for magnetic targeting, and their properties can be optimized by adjusting relevant formulation variables.

14.6.4.2 Paclitaxel Loaded Magnetic Nanoparticles as a Model of Formulation for Stent-Targeted Delivery of a Small Molecule Therapeutic Agent

Rationale

In a recent study, polymer precipitation methodology has been applied to formulate MNP loaded with paclitaxel (PTX) as a model small molecule pharmaceutical with established antirestenotic efficacy [22].

From the pharmaceutical viewpoint, formulation of PTX in controlled delivery systems poses several considerable challenges. It is sparingly soluble in water (~1 mg/L [125]), yet it rapidly undergoes degradation and inactivation when exposed to an aqueous environment. Its mode of action is highly nonspecific, as it affects division and function of cells in healthy tissues. These issues can be addressed by the use of MNP due to their high loading capacity for PTX, ability to protect it from degradation and resultant loss of functionality, and ability to achieve a local therapeutic effect with a minimal systemic exposure via magnetically driven stent-targeted delivery. This strategy can be seen as a potential adjunct or alternative approach to drug delivery using polymer coated drug eluting stents.

In Vitro Characterization

PTX-loaded MNP were first characterized in vitro with respect to their size and morphology, magnetic properties, drug loading and release kinetics [22]. Electron microscopic analysis showed that MNP were near-spherical in shape with a large amount of small sized iron oxide crystallites embedded in the polymeric matrix (Fig. 14.11a). Their size, measured by Photon Correlation Spectroscopy, was
shown to be uniform with an average diameter of 263 nm, in good correlation with the results of electron microscopy (Fig. 14.11b). As expected based on their previously discussed composite design, MNP exhibited a strong magnetic responsiveness with absence of retained magnetization (Fig. 14.11c).

Release of PTX from MNP measured under sink conditions [126] was biphasic with a rapid initial phase (60% of the drug released after 8 h) followed by a more sustained release over 40 h (Fig. 14.11d). The kinetics on this time scale are in accordance with diffusion driven release of a small molecule compound incorporated in a solid, monolithic submicron particle [127].

The therapeutically relevant effect of PTX-impregnated MNP was next examined in cultured rat aortic smooth muscle cells with or without exposure to a high-gradient magnetic field, in comparison to free drug and blank MNP prepared without PTX. Near-complete cell growth inhibition was observed over a wide dose range of PTX-loaded MNP applied in the presence of a high gradient field, in contrast to a significantly weaker effect of the free drug or PTX-loaded MNP without field exposure. No antiproliferative effect was observed with the blank MNP control treatment.

To investigate the underlying mechanism of the magnetically enhanced growth inhibitory effect of MNP-associated PTX, MNP were prepared with the inclusion of a green fluorescent-labeled polylactide and a red fluorescent PTX derivative admixed to PTX prior to the emulsification step. Cells were treated with this dual-labeled MNP formulation with or without magnetic exposure and later examined by fluorescence microscopy. Under magnetic conditions, cell uptake of both MNP and their cargo was significantly enhanced, suggesting that the increase in the intracellular levels of PTX delivered by magnetically guided MNP was responsible for its more efficient antiproliferative effect on smooth muscle cells in culture.
In Vivo Distribution and Antirestenotic Efficiency

Fluorescently labeled MNP were used in a comparative study of particle distribution and elimination after uniform field controlled targeting to stented rat carotid arteries [22]. Stented animals treated with MNP without exposure to the uniform field were included as controls. Localization of MNP to stented arterial segments was observed by fluorescence microscopy (Fig. 14.12a–d) and determined by measuring fluorescent labeled PLA extracted from harvested tissue samples. Localization was increased fourfold by uniform field induced magnetization in comparison to nonmagnetic conditions (a vs. b and c vs. d, respectively) and local levels of MNP remained 5.5–9.5 fold higher over 5 days in the stented arteries of magnetically treated animals vs. controls. A reduction in the respective amounts of MNP associated with the stented region was observed over time in the both animal groups. However, the increased local levels of MNP maintained in the magnetically treated animals vs. controls translated into a significantly stronger antirestenotic effect of MNP-bound PTX (Fig. 14.12c vs. Fig. 14.12d). Notably, the total dose of PTX that effectively reduced ISR when applied as part of the magnetically targeted delivery approach was considerably lower than the reported systemic toxicity threshold [128].
Adenovirus is one of the most widely investigated vectors for gene therapeutic applications including cardiovascular therapy due to its efficient nuclear entry, high transgene capacity, ability to deliver genes in both quiescent and dividing cells, and lack of integration into the host cell genome [129]. The rationale for using targeted delivery strategies to improve the performance of Ad in cardiovascular disease therapy is provided by the relatively low permissivity of vascular cells toward Ad and the resultant high and potentially toxic doses of the vector required for exerting a local therapeutic effect.

In one study, the polymer precipitation approach was modified to enable formulation of superparamagnetic MNP further used for preparing stable, magnetically responsive affinity complexes with Ad [114] (Fig. 14.9). Importantly, this approach, in which the gene vector is complexed to the surface of preformed MNP, preserves the integrity and functionality of the vector and allows for using the same MNP formulation for making magnetically responsive complexes with different Ad. Association between MNP with Ad was mediated by an adaptor molecule, a D1 domain of the Coxsackie adenovirus receptor (CAR), covalently attached to the MNP surface (see above). The high binding affinity of the vector and D1-coated MNP was essential for magnetically enhanced cell interaction and a shift observed in the Ad uptake mechanism to a pathway whose efficiency far exceeded that used by Ad alone. As a result of the switch to the different processing mechanism, levels of adenoviral gene transfer in cultured vascular cells were greatly increased. The key role of the magnetically responsive complexes in increasing the transgene expression in comparison to free vector was further confirmed by statistical data analysis [114].

Targeted delivery of biologically active proteins holds great promise in cardiovascular disease therapy. In the context of restenosis treatment, antioxidant enzymes such as catalase and superoxide dismutase are of interest, considering the major contribution of reactive oxygen species to the pathophysiology of the disease [130]. A considerable challenge that has to be addressed to make antioxidant enzyme therapy clinically viable is related to the physical and functional instability of these redox modulating proteins in a biological environment. Enzyme encapsulation in biodegradable nanoparticles has been explored as a means for protecting the proteins from inactivation [131]. However, the harsh conditions employed in creating nanoparticles may be a concern [132]. Formulation methodology and carrier design should be modified to enable protein encapsulation under mild conditions with a minimal loss of protein functionality. Importantly, the encapsulated protein should be protected from proteolysis, yet it should remain accessible to its substrate.
Formulation of antioxidant enzymes in MNP has been accomplished using a novel method, controlled aggregation/precipitation precipitation, in which nonpolymeric particles are formed by inducing precipitation of an oleate stabilized aqueous suspension of nanocrystalline oxide with calcium chloride in the presence of the cargo protein and a surface-active agent, Pluronic F-127 [132]. Notably, while the particle matrix-forming compound, calcium oleate, is lipophilic, it is obtained in situ by combining water soluble oleate and calcium salts without using organic solvents that could potentially affect the activity of the cargo molecule.

The protective effect of catalase encapsulation in these nonpolymeric MNP was shown in vitro in comparison to free protein by measuring catalytic activity after exposure to proteolytic enzymes. MNP-encapsulated catalase retained its ability to decompose hydrogen peroxide to a significant extent, while free enzyme was rapidly inactivated by proteolysis. Catalase-loaded MNP applied to endothelial cells in the presence of a high gradient magnetic field efficiently prevented reactive oxygen species-mediated cell death, while only minimal protective effect was observed under nonmagnetic conditions or with blank MNP. This magnetically enhanced protective effect was consistent with increased cell uptake of MNP-associated catalase applied to cells with magnetic exposure.

14.6.4.5 Magnetically Guided Cell Delivery for Restenosis Therapy

The importance of restoring the protective endothelial cell layer in preventing injury triggered vessel renarrowing and thrombosis has provided the rationale for exploring the utility of magnetic guidance for targeting endothelial cells to stented arteries. MNP used for magnetic cell loading should be strongly magnetizable and biodegradable, and their internalization by endothelial cells should be achieved reasonably rapidly without adversely affecting cell viability. Importantly, such MNP can also be formulated with gene delivery vectors as described above and potentially be used to concomitantly deliver a therapeutically relevant gene to enhance the effect of the cell therapy. Cell culture experiments carried out with model MNP prepared using the polymer precipitation strategy have demonstrated efficient, magnetically controllable MNP uptake, imparting a strong magnetic responsiveness to endothelial cells [119]. Further in vitro proof of concept experiments modeling uniform field mediated magnetic cell targeting to stents under flow conditions have shown rapid capture and retention of viable endothelial cells on the struts of a magnetizable stainless steel stent. In vivo feasibility was shown in the rat carotid stenting model providing evidence of efficient cell localization to the injured vessel achievable by using the two-source magnetic targeting approach as opposed to nonmagnetic conditions. This was the first study integrating the uniform field-controlled magnetic delivery strategy in a targeted cell therapy of vascular disease, and its antirestenotic potential needs to be further explored in combination with MNP-mediated gene transfer. If proven effective, the combined magnetically guided gene/cell therapy can provide a novel and safe means of preventing ISR in human patients.
14.7 Conclusions

Controlled release systems for local delivery to treat cardiovascular disease have been shown to be highly effective in two important clinically used device configurations, the steroid eluting pacemaker electrode for preventing fibrosis at the endomyocardial contact, and the DES, locally releasing antiproliferative agents to prevent arterial reobstruction poststent deployment. Progress in this field will be strongly driven by investigations into novel therapeutic payloads, biodegradable polymers, and biomedical nanotechnology.
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Chapter 15  
Drug Delivery Systems to Fight Cancer

Vivekanand Bhardwaj and M.N.V. Ravi Kumar

Abstract  The delivery system is as important as the active substance, and it becomes all the more important when it comes to cancer chemotherapy. An ideal systemic delivery vehicle is expected to minimize systemic burden while concentrating in the tumor; however, this is far from reality. On the contrary, implantable delivery systems can deliver drug regionally, avoiding nontarget tissue distribution and minimizing the dose, but such treatments are restricted to certain anatomic sites. This chapter provides a state of the art review of current developments in this area.

15.1 Introduction

The application of drug delivery systems for treatment of cancers is aimed at targeting the cancer cells, thereby minimizing the systemic burden and toxicity in nontarget organs. With rising costs involved with drug discovery, novel delivery approaches offer attractive strategies not only to make the existing drugs act better, but also to enhance their commercial value. Advances in this area have been aided by the development of functional material and better understanding of the physiology of cancers. Various approaches have been tried, and many are in clinical trials, mostly due to a relenting protocol for anticancer drugs.

The preclinical success of a lot of drug candidates is not matched in the human body due to the factors affecting absorption, distribution, metabolism, and excretion; on the contrary, the reliability of animal models cannot be ignored. The use of drug delivery systems addresses one or more of the following questions related to the drug [1]:
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1. Physicochemical or physiological instability
2. Poor aqueous solubility or permeability
3. Insufficient drug concentration in target tissue
4. High volume of distribution
5. Nontarget organ toxicity
6. Rapid clearance from the body

Diverse formulation strategies can be employed to tackle these challenges, depending on the design of the delivery system, chemical properties of the carrier, and altered conditions in cancerous tissue. Simple strategies such as derivatization and prodrugs have been used cleverly to reduce toxicity (e.g. epirubicin), alter pharmacokinetic profile (e.g. by PEGylation), and prevent degradation before reaching target organs. The physiology of solid tumors is different from the normal tissues in four major ways: angiogenesis, leaky vasculature, poor lymphatic drainage, and microenvironment in the interior regions. All these have been explored for targeting anticancer drugs to the tumors [2].

The larger size of pores in the tumor vasculature and reduced lymphatic drainage allows polymers, large compounds, and particulate carriers to accumulate, thereby providing an opportunity to concentrate the drug in the target locales. Maeda and coworkers have reviewed the role of the enhanced permeation and retention (EPR) effect in tumors [3, 4]. Drug delivery systems for the therapeutic use of cytotoxic chemotherapies are an essential aspect of successful treatment and remain under active evaluation [5]. The following sections discuss the development and application of drug delivery systems in treatment of cancers.

### 15.2 Submicron Carriers

The advent of new functional materials and the patentability of new technologies are fuelling research in drug delivery. Advances in techniques for formulation design, characterization, and tracking have resulted in a new class of products that have taken drug delivery beyond just control of absorption. One stark feature of such products is their size being less than a micrometer. Drug delivery systems based on submicron particulates have attracted most attention in cancer treatment in recent years due to their ability to incorporate and deliver different kinds of molecules, relatively simple manufacture, and a wide range of carrier materials to choose from. They can protect a drug in the core, can increase concentration of the drug in tumor, and can be modified to achieve favorable pharmacokinetics to allow their use in chemotherapy [6].

Mechanistic studies are explaining how the formulations transport and deliver their payload. These can be classified on the basis of the nature of material or specific arrangements thereof used for introducing functionality into the carrier. Examples include size modified drugs, biodegradable and nonbiodegradable polymers, lipids, and proteins. They can take specific shapes such as nanoparticles, micelles, and vesicles. The drug may be covalently bound, entrapped in the core, or
physically adsorbed on the surface of a particle. Additional properties may be imparted to modulate hydrophilicity (e.g. PEG), receptor interaction (vitamins and proteins), or identification (e.g. antibodies).

15.2.1 Nanoparticulates

Advances in protein engineering and materials science have contributed to novel nanoscale targeting approaches. Some therapeutic nanocarriers have been approved for clinical use. However, to date, there are only a few clinically approved nanocarriers that incorporate molecules to selectively bind and target cancer cells. Some of the nanotechnology based approved formulations have been discussed in recent reviews [7, 8]. Select clinical studies have been reviewed that are likely to affect clinical investigations and their implications for advancing treatment of patients with cancer [9, 10].

Achieving drug delivery by the aid of nanotechnology is not new [11, 12], but the last few years have seen an overwhelming research thrust in this area [13–16]. Small particles have been shown to be taken up through and across biomembranes by unique mechanisms, though the debate is still on, to be more precise on the underlying principles, which can address one or more of the bioavailability problems [17, 18]. The particles are believed to be delivered to the circulatory system through the lymphatics, with absorption more pronounced and rapid for smaller particles.

The performance of nanotechnology-based drug delivery systems is influenced mostly by size [19, 20] and surface properties (charge and hydrophilicity), shape and flexibility [21]. Nanoparticles have been designed to improve the biodistribution of cancer drugs, by fine-tuning their size and surface characteristics to increase their circulation time in the bloodstream, and thereby the chance of better accumulation in the tumors [10].

15.2.2 Liposomes

Liposomes or vesicles are microscopic phospholipid structures with a bilayered membrane arrangement. Their development, and recent advances in clinical applications or investigations have been extensively reviewed [22] (see also Chaps. 11 and 12).

Liposomal formulations, though covered under the definition of nanoparticulate formulations, have certain properties and have been successful to a degree that warrants them to be studied as an independent class. Drummond and coworkers [23] have extensively reviewed the use of liposomes in the treatment of solid tumors. These systems offer advantages such as that they can change the pharmacologic and pharmacodynamic properties of an active drug in preclinical screens to meet the therapeutic need. For example, unstable or insoluble agents can be formulated in a manner to allow effective exposure in the tumor [24].
15.3 Delivery Enabled Products

15.3.1 Micronized Drug Crystals

According to the Noyes–Whitney equation, the rate of dissolution of a compound is directly proportional to the surface area presented to the dissolution media. Thus, increasing surface area by reducing particle size is expected to increase the bioavailability of water insoluble drugs. These drugs can be suspended in a micronized form in a liquid vehicle and either injected or administered orally. The particles slowly dissolve in the body providing sustained drug levels.

Panzem® is an orally active compound that has antiproliferative, antiangiogenic, and anti-inflammatory properties, and the company’s focus has been on cancer and rheumatoid arthritis. In contrast to conventional chemotherapeutics, Panzem® targets rapidly growing cells with relative high specificity and while sparing the nondividing cells. It also acts as a potent inhibitor of angiogenesis by restricting the development of the blood vessels that transport life sustaining nutrients to tumors. Panzem® NCD (Nano-Crystal Dispersion) is a nanocrystalline formulation of 2-methoxyestradiol (2-ME2) based on Elan Drug Technology’s nanocrystal platform. It involves reducing the size of crystals of water-insoluble drugs to less than 2 μm by various means such as wet milling, homogenization, supercritical fluids, or precipitation. The nanocrystalline drug is then stabilized in an aqueous medium by surface adsorption of biologically safe excipients. The liquid suspension of Panzem® NCD was found to have superior bioavailability to that of Panzem® capsules in a phase I trial. Entremed Inc. recently completed phase II clinical trials for this product alone or in combination for various kinds of cancer (http://clinicaltrials.gov). 2-ME2 was designated as orphan drug by FDA in 2001.

Developed and tested as ABI-007, Abraxane® is composed of 20–400 nm (US patent 6096331) albumin-bound paclitaxel (Fig. 15.1). It is prepared using high pressure homogenization of paclitaxel in presence of human serum albumin and helps in increasing the maximum tolerable dose (MTD) to 300 mg/m² from 200 to 250 mg/m² for conventional Taxol [25]. Micronization of paclitaxel can be carried out using sonication, nanoprecipitation, spray drying, and ball milling.

Fig. 15.1 Concept of nanoparticle albumin-bound (nab) paclitaxel, where albumin functions as a surface active polymer providing charge and steric stabilization to paclitaxel nanoparticles to prevent aggregation. Stabilization is by weak interactive forces, thereby both substances freely dissociate after reconstitution as shown and the drug is in amorphous state.
(US patents 5439686, 5498421). It is the first product in the market based on Abraxis Bioscience’s nanoparticles-albumin bound (nab™) technology. The nab™ technology is a subset of a broader Protosphere™ platform based on using proteins to make nanoparticles for delivery of water insoluble drugs. The reasons behind the choice of carrier material are based on three pathways in which tumor cells feed their high growth rate. First, albumin is the most abundant protein in the body and is used by body to transport nutrients, which are utilized at a higher than normal rate by the rapidly multiplying cancer cells. Second, tumors employ the gp60 pathway by which nutrients are preferentially transported across the endothelial barrier when attached to albumin [26, 27]. Third, tumors secrete a specialized protein called Secreted Protein Acidic and Rich in Cysteine (SPARC) into their interstitium that specifically binds albumin-bound nutrients and concentrates them within the tumor’s interstitium. In clinical trials, it has shown greater efficacy and reduced toxicity compared to standard paclitaxel [28]. Other advantages over Taxol are that less saline is required for infusion of this formulation, premedication for prevention of immune reactions is not required, and there is no danger of leaching of harmful chemicals from the plastic infusion sets.

15.3.2 **Polymer Based Systems**

Easy manipulation of physicochemical properties by altering chemical groups and size has allowed polymers to develop as the most potent carriers. Additionally, drugs or other functional chemicals can be tagged, labeled, and linked to attain a desired role in therapeutics [29]. Biodegradable and biocompatible polymers can be fabricated into various dosage forms of desired shape and size.

15.3.2.1 **Implants**

Polymeric drug delivery systems are often either surgically placed or injected in the body as implants. The objective is either to provide a regional or sustained delivery of the drug. Regional delivery serves to reduce the body burden of the drug and limits nontarget organ toxicity. It helps in targeting the drug and reducing the dose. The majority of the formulations target to maintain castration equivalent hormone levels in prostate cancer patients. The incorporated luteinizing hormone releasing hormone (LHRH) agonists are used for palliative treatment. Since these drugs are very potent and the therapy is long lasting, it is impractical to devise daily dose formulations. Implants that provide a sustained extended release have been devised based on both biodegradable and nonbiodegradable polymers. Many formulations are based on microspheres that provide bulk as well as surface erosion from the matrices. Approved implants for delivery of anticancer drugs are summarized in Table 15.1.
<table>
<thead>
<tr>
<th>Drug</th>
<th>Product</th>
<th>Developer</th>
<th>Polymer</th>
<th>Shape and size</th>
<th>Indication</th>
<th>Release duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abarelix</td>
<td>Plenaxis</td>
<td>Praecis Pharmaceuticals Inc., Speciality</td>
<td>Carboxymethylcellulose</td>
<td>Powder for injection</td>
<td>Prostate cancer</td>
<td>4 weeks</td>
</tr>
<tr>
<td></td>
<td></td>
<td>European Pharma</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buserelin</td>
<td>Profact depot</td>
<td>Sanofi Aventis</td>
<td>PLGA</td>
<td>Rod-shaped implant</td>
<td>Prostate cancer</td>
<td>Over 2–3 months</td>
</tr>
<tr>
<td>Carmustine</td>
<td>Gliadel</td>
<td>MGI Pharma</td>
<td>Polifeprosan 20 or poly (carboxyphenoxypropylene/sebacic acid) anhydride</td>
<td>Wafer</td>
<td>Glioma multiformis</td>
<td>2–3 weeks</td>
</tr>
<tr>
<td>Goserelin</td>
<td>Zoladex for depot</td>
<td>Zeneca Pharmaceuticals</td>
<td>PLGA</td>
<td>1.5 mm diameter cylindrical rod</td>
<td>Prostate cancer</td>
<td>1 or 3 month</td>
</tr>
<tr>
<td>acetate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Histrelin</td>
<td>Vantas, Supprelin LA</td>
<td>Valera</td>
<td>2-hydroxyethyl methacrylate, 2-hydroxypropyl methacrylate, trimethylolpropane trimethacrylate</td>
<td>Nonbiodegradable, 3 cm × 3.5 mm cylindrically shaped hydrogel reservoir</td>
<td>Prostate cancer</td>
<td>12 months</td>
</tr>
<tr>
<td>acetate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leuprolide</td>
<td>Eligard</td>
<td>Sanofi/Tolmar Inc.</td>
<td>PLGA, N-methyl-2-pyrrolidone</td>
<td>Liquid for depot injection</td>
<td>Prostate cancer</td>
<td>1, 3, 4, 6 months</td>
</tr>
<tr>
<td>Leuprolide</td>
<td>Lupron depot</td>
<td>TAP pharmaceuticals</td>
<td>PLA or PLGA</td>
<td>Microspheres</td>
<td>Prostate cancer</td>
<td>1, 3 and 4 months</td>
</tr>
<tr>
<td>acetate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leuprolide</td>
<td>Viadur</td>
<td>Alza; discontinued due to commercial reasons</td>
<td>Polyurethane rate-controlling membrane, elastomeric piston, and a polyethylene diffusion moderator</td>
<td>4 × 45 mm implant</td>
<td>Prostate cancer</td>
<td>12 months</td>
</tr>
<tr>
<td>acetate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leuprorelin</td>
<td>Leuplin, Enantone</td>
<td>Takeda</td>
<td>PLGA</td>
<td>Microspheres</td>
<td>Prostate cancer, premenopausal breast cancer</td>
<td></td>
</tr>
<tr>
<td>acetate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leuprolelin acetate</td>
<td>Trenantone Takeda</td>
<td>PLA Microspheres</td>
<td>Prostate cancer, premenopausal breast cancer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>------------------</td>
<td>-----------------</td>
<td>---------------------------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Triptorelin Decapeptyl Ferring</td>
<td>PLGA Microspheres</td>
<td>Prostate cancer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Triptorelin Decapeptyl SR or Gonapeptyl depot Ipsen</td>
<td>PLGA Microspheres</td>
<td>Prostate cancer</td>
<td>From 4 weeks to 3 months.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Triptorelin Trelstar Depot Pfizer</td>
<td>PLGA Microspheres</td>
<td>Prostate cancer</td>
<td>1 month</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Eligard® is administered subcutaneously, where it forms a solid drug depot. It uses Atrigel®, which is a platform delivery system consisting of a biodegradable poly(DL-lactide-co-glycolide) polymer formulation dissolved in N-methyl-2-pyrrolidone (NMP). After injection, the biocompatible solvent diffuses away leaving behind the solid depot. It is available in different strengths that last from 1 to 6 months (Table 15.2). The release rates are controlled by the copolymer composition of the PLGA. As the glycolide content decreases, the release rate is diminished due to the higher hydrophobicity of the lactide moiety, which slows down degradation of the polymer. Similarly, decreasing the ratio of NMP to polymer also delays the release of the drug.

Viadur® was a sustained release delivery system for leuprolide acetate based on Alza’s Duros® platform. The system consists of an osmotic tablet placed inside a 4 mm by 45 mm titanium alloy reservoir that consists of a polyurethane rate-controlling membrane, an elastomeric piston, and a polyethylene diffusion moderator. The osmotic tablets are composed of sodium chloride, sodium carboxymethyl cellulose, and povidone. Wetting of the tablet exerts osmotic pressure that forces the drug out of the device through the membrane at a predetermined controlled rate. This system reduced testosterone to castrate levels for 12 months. The marketing of this formulation was stopped in 2008 due to commercial reason.

Gliadel® wafer is a flat disk approximately 1.45 cm in diameter and 1 mm thick made of polifeprosan 20, a copolymer of carboxypropane and sebacic acid containing carmustine that is implanted in the brain following surgery. The usual number of implants is up to eight (61.6 mg of carmustine), and the implant is given only once; however, the number of disks varies depending on tumor size. These implants release the entrapped carmustine in a sustained fashion over 2–3 weeks and the implants will slowly dissolve away, not requiring surgical removal after the release. This intervention formulation is effective in prolonging survival following surgeries [30].

Lupron® depot yields a sustained release of the hormone analog leuprolide for up to 4 months and provides palliative care in prostate cancer. Lupron® depot is a sterile formulation of lyophilized microspheres made of polylactic acid containing leuprolide acetate. It is available in a prefilled dual chamber syringe; the front

| Table 15.2 Comparison of different strengths of Eligard depot injection |
|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| Dosage         | 7.5 mg | 22.5 mg | 30 mg | 45 mg |
| Release duration (months) | 1  | 3  | 4  | 6  |
| Composition    | Copolymer containing carboxyl endgroups | Copolymer with hexanediol | Copolymer with hexanediol | Copolymer with hexanediol |
| Lactide:glycolide ratio | 50:50 | 75:25 | 75:25 | 85:15 |
| NMP to polymer ratio | 1.94 | 1.22 | 1.22 | 1.00 |
chamber contains leuprolide acetate, polylactic acid, and D-mannitol and the second chamber contains diluent, carboxymethylcellulose sodium, D-mannitol, polysorbate 80, water for injection, and glacial acetic acid for pH control.

Zoladex® for depot injection is an implantable 1.5 mm diameter cylindrical rod that is injected subcutaneously with a 14 gauge needle for palliative treatment of prostate cancer. Triptorelin is an LHRH agonist used in the treatment of prostate cancer. It is available as either Decapeptyl® SR or Gonapeptyl® depot and provides drug release from 4 weeks to 3 months. The PLGA based, rod shaped implantable formulation of buserelin that is an analog of LHRH provides sustained release over 2–3 months.

15.3.2.2 Micelles

Micelles are spherical structures formed due to the assembly of bipolar molecules. They attain thermodynamic stability by minimizing surface energy. Since physiological fluids are aqueous, micelles for drug delivery are almost invariably considered in aqueous media wherein hydrophobic groups of the amphipathic molecules arrange themselves to have a hydrophobic core and hydrophilic exterior. The hydrophobic core allows entrapment of poorly water soluble drugs, giving a system in which the drug is considered to have been solubilized. Besides all the advantages provided as a virtue of their submicron size, the primary objective of micelles is drug solubilization and thus can aid in oral delivery of drugs [31]. Micelles for drug delivery have been extensively reviewed [32–35].

Tween 80 (polyoxyethylene sorbitan mono oleate) is used for solubilizing etoposide (Etopophos®, Toposar®, VePesid®) along with polyethylene glycol (PEG) 300. It is also used in the marketed formulation of docetaxel (Taxotere®), and the investigational RPR 109881A. Cremophor® EL (polyethoxylated castor oil) is used in DHA–paclitaxel and BMS-184476. The latter is an analog of paclitaxel with better solubility, uses 80% less cremophor® EL, and requires no premedication. An interesting feature of these solubilizers such as Tween® 80, cremophor® EL, and TPGS is that they have been shown to inhibit the P-glycoprotein (Pgp) efflux pump.

Paclitaxel is a high molecular weight plant product that is practically insoluble in water. To solve the problem of its solubility, Bristol Myers Squibb developed Taxol®, which is a micellar formulation of paclitaxel prepared by dissolving it in 50:50 mixture of cremophor EL and ethanol. It is diluted in intravenous fluids to be administered as either 3 or 24 h infusions. It was the first commercial formulation of paclitaxel, allowing the use of this potent natural compound for cancer treatment. The excipient cremophor EL has since been implicated in toxicities, especially hypersensitivity reactions requiring premedication, triggering research to come up with formulations free of this solubilizer [36]. Genexol-PM® is a micellar formulation of paclitaxel developed by Samyang Genex Corp (South Korea) using methoxy-poly(ethylene glycol)-poly(lactide) [mPEG-PLA]. These micelles,
consisting of a hydrophobic core and a hydrophilic surface, entrap paclitaxel in the center and are dispersed in an aqueous environment. The micelles are self-forming, acquiring size ranges of 5–200 nm and are thermodynamically stable due to a low critical micellar concentration.

Nanoxel® is another paclitaxel formulation in which the drug is delivered as micelles using a polymeric carrier. It is approved in India for marketing by Dabur and is in phase I clinical trials in the USA in a study sponsored by Fresenius Kabi Oncology Ltd. The material used is a pH sensitive copolymer of N-isopropyl acrylamide (NIPAM) and vinylpyrrolidone (VP) monomers. Smooth spherical particles of 80–100 nm show up to threefold higher uptake in target cancer cells as compared to cremophor paclitaxel [37].

DACH-platin is an active metabolite of Oxaliplatin, with stronger anticancer activity. It has been incorporated in PEG-polyglutamate micelles. These micelles are derived from a platform called Medicelle™ from Nanocarrier (Japan) comprising of a hydrophilic polymer exterior and inner polyamino acid based hydrophobic core. The platform has been licensed for DACH-platin by Debiopharm and is in Phase I clinical trials. Micelles of 20–100 nm are readily formed in water from the diblock copolymers developed from the hydrophilic component PEG and a hydrophobic polyamino acid. NC-6004 Nanoplatin™ is a related formulation in early phase II trials, in which cisplatin makes a coordination complex with polyamino acids in the core of the micelles. The coordination complexes provide sustained release. The aim of this formulation is to reduce the nephrotoxicity and neurotoxicity of the parent drug.

NK-105, a paclitaxel micelle formulation of Nippon Kayaku, is in late Phase II clinical trials using the Medicelle™ platform. However, it uses polyaspartate as the polyamino acid. The drug is physically entrapped and the formulation helps in increasing the mean residence time of the paclitaxel. SN-38 (7-ethyl-10-hydroxy-camptothecin) has been bound to the carboxylic acid on a polyglutamate chain of block copolymer through the ester bond. This product called NK-012 is based on Medicelle™ platform product and is in phase I clinical trial [34]. The chemistry of the polymers plays an important role in the clinical outcome of these delivery systems, and excellent reviews are available in literature [38].

In addition to increasing solubility of drugs and imparting targeted delivery, micelles are being explored to incorporate additional functionality. For example, SP1049C is a micellar formulation of doxorubicin with Pluronic® F-127 in which an additional Pluronic® L-61 has been added to disrupt the P-glycoprotein efflux pump [39, 40]. Recently concluded phase II trials have demonstrated superior antitumor activity compared to doxorubicin in esophageal adenocarcinoma [41].

The advantages of polymeric micelle drug carrier systems [38] are

- Low toxicity
- High water solubility
- High structural stability
- Small diameter with narrow distribution (10–100 nm)
- Functionality of the two phases (interior and exterior) can be separately controlled
One of the drawbacks of the polymeric micelle systems is the immature technology for drug applications. Incorporation efficiencies are dependent on drug incorporation methods and no universal method is applicable to all polymers. Therefore, researchers have to optimize drug loading for each drug through trial and error. The other problem lies with the difficulty of synthesis of these block copolymers, which are not easy to control or scale up for industrial applications [38]. The long term stability of the product as such cannot be overlooked.

15.3.2.3 Drug Conjugates

Drug conjugates can be considered as macromolecular prodrugs, as they are cleaved inside the body to release the active parent molecule. They are composed of three essential components; an anticancer drug, a polymer, and a biodegradable linker. Drugs have been covalently linked to polymers to modulate their pharmacokinetic profiles. The flexibility of chemical alteration in polymers can be exploited to impart other desirable properties such as biocompatibility, hydrophilicity for avoiding scavenging by the reticuloendothelial system (RES), controlled resistance to chemical or enzymatic degradation, proportion of drug loading, targeting to specific locations, and size of the carrier itself. When the drug is hydrophobic, these conjugates often assume a unilamellar micelle conformation of average size 5–20 nm [42]. Hydroxypropylmethacrylamide (HPMA) copolymers were the first category of polymers to be explored in this direction. The development and use of polymer-drug conjugates have been extensively reviewed [43–45] (see also Chap. 12). The important factors governing the use of polymers for drug conjugation are molecular weight and type of linker. It was established in a study performed on rats with HPMA copolymers that for nonbiodegradable polymers, the molecular weight should be less than 40,000 g/mol to prevent accumulation in the body [46].

Following the success of SMANCS, there are several polymer–drug conjugates in various stages of clinical trials now. ProLindac (AP5346, Access Pharmaceuticals) is a prodrug of 1,2-diaminocyclohexane (DACH) platinum bound to HPMA. It is a water soluble biodegradable formulation. DACH is itself a metabolite of oxaliplatin, which causes neurotoxicity due to an oxalate group. Because of the size, the conjugate is passively accumulated in tumors by the EPR effect. Phase II clinical trials have been completed.

Opaxio™ is a product of Cell Therapeutics in Phase III clinical trials comprising of a conjugate of paclitaxel with a biodegradable polymer, poly-l-glutamic acid. Also known as Xyotax, CT-2103, Paclitaxel poliglumex, and PPX, the conjugate is water soluble and thus provides a formulation free of cremophor EL. Phase I studies show pharmacokinetics to be comparable to unconjugated drug [47]. Early phase III trials revealed similar activity to existing therapies. However, the formulation exhibited significant activity in non-small cell lung cancer in female patients below 55 years of age. The pooled data from the STELLAR 3 and 4 trials hinted toward a hormone dependence of the clinical performance of the formulation. The clinical trials of Opaxio have been comprehensively reviewed [45]. The conjugate
is taken inside cells by endocytosis and cleaved by lysosomal enzymes, chiefly cathepsin B, the activity of which is dependent on estradiol concentration. The activity of the formulation is, thus, expected to be higher in premenopausal female patients.

IT-101 (Cerulean Pharma) is a conjugate of camptothecin and a linear, cyclodextrin based polymer presently undergoing phase I trials for advanced solid tumors. The delivery platform known as Cyclosert™ was licensed from Calando Pharmaceuticals and consists of β-cyclodextrin, which can form inclusion complexes with the drug [48]. The conjugated polymer assembles into nanoparticles of average size 30–40 nm. Various other products based on conjugates have entered in clinical trials and reached different degrees of success, including FCE 28068 (doxorubicin), FCE 28069 (doxorubicin with active targeting moiety galactosamine), PNU 166945 (paclitaxel), PNU 166148 (camptothecin), CT-2106, and DE-310 [45].

15.3.2.4 PEGylated

PEGylation or conjugation with polyethylene glycol imparts hydrophilicity to a molecule. The RES identifies molecules primarily by their hydrophobicity and thus PEGylation provides a means to reduce chances of rejection of a drug delivery system or drug in the body. By increasing the molecular weight, EPR benefits for passive tumor targeting can be achieved. Additionally, the stability of the complex is increased against chemical and enzymatic degradation. The effect of PEG on the performance of pharmaceuticals has been reviewed [49].

SN-38 (EZN-2208) has been linked with PEG by Enzon pharmaceuticals to enhance its solubility and increase the circulation time in the body. PEG-SN-38 is in phase II trials for metastatic breast cancer and metastatic colorectal cancer. Similarly, irinotecan has been PEGylated (NKTR-102) and the product is undergoing Phase II trials for advanced ovarian and breast cancer and Phase III trials for colorectal cancer.

15.3.2.5 Environmentally Sensitive

OncoGel™ is a controlled release depot formulation of paclitaxel in ReGel delivery system. ReGel® is a triblock copolymer comprised of poly(D,L lactide-co-glycolide) (PLGA) and polyethylene glycol (PEG) with the basic structure of PLGA–PEG–PLGA. It is a thermosensitive polymer system that exists as a solution at low temperatures, but converts to a gel at body temperature. Additionally, it can solubilize water-insoluble drugs. After gel formation, the system makes a depot at the site of injection from which the drug will then slowly leach out providing sustained delivery. The paclitaxel containing product is presently undergoing phase II clinical trials.
15.3.3 **Lipidic Systems**

15.3.3.1 **Vesicular**

Lipidic material can make multilayered sheets collapsed into a spherical architecture to yield vesicles and called liposomes (when composed of lipids), niosomes (when made of nonionic surfactants), or sphingosomes (when one of the components is sphingosine). The sheets are mostly bilayered with hydrophobic groups inside and hydrophilic surfaces outside. Thus the exterior surface as well as the interior core of the vesicles are hydrophilic. It is for this reason that they act as carriers for water soluble drugs. However, even water insoluble drugs can be encapsulated within the layers (coat). Lipidic systems in various stages of clinical development are summarized in Table 15.3 (see also Chap. 11).

Myocet® is a marketed liposomal product of doxorubicin made by Enzon Pharmaceuticals. The most significant benefit of liposomal doxorubicin is reduced cardiotoxicity of the parent drug. Moreover, it does not exhibit the incidence of hand–foot syndrome, which is often encountered with a PEGylated liposomal product. DaunoXome® is an approved lipidic vesicular formulation (Gilead Sciences Inc) that contains an aqueous solution of daunorubicin citrate in the core. The lipid bilayer is composed of distearoylphosphatidylcholine and cholesterol. The mean diameter of the liposomes is about 25–45 nm, and they contain about 5.3% of the drug w/w of total lipid. DaunoXome® is indicated as a first line cytotoxic therapy for advanced HIV-associated Kaposi’s sarcoma.

NeoPharm uses proprietary lipids to prepare its liposomal products under the Neolipid® technology platform. LE-SN38 incorporates SN-38 in nanosized liposomes (<200 nm) with high drug entrapment efficiency (>95%) [50]. The product is presently undergoing phase II trials. Other products based on this platform include LE-DT® for docetaxel (Phase I in the USA) and LEP-ETU® for Paclitaxel (Phase II in India). Lipusu® (Shandong Luye Pharmaceutical Co.) is a liposomal formulation of paclitaxel indicated for chemotherapy of oophoron and metastatic carcinoma of ovary and may have combined use with cisplatin. Lipusu is indicated with for the treatment of breast cancer after administering adriamycin for standard chemotherapy or relapse. It is also indicated for chemotherapy of non-small cell lung carcinoma (NSCLC) with combination of cisplatin, as this carcinoma cannot be treated by surgery or radiotherapy. Marqibo® is a sphingosine cholesterol encapsulation product (sphingosome) of vincristine sulfate. Though its trials were discontinued in patients with multiply relapsed or refractory aggressive non-Hodgkin’s lymphoma after phase II results, Marqibo is in phase II trials for relapsed acute lymphoblastic leukemia (rALLy) and metastatic malignant uveal melanoma. Maximum tolerated dose was approximately twice that of free vincristine [51].

Medigene is exploring its lipofectin-based product Endotag™-1 for pancreatic cancer in phase II cancer trials. It is a liposomal product that used cationic lipids (US patents 7112338, 7238369) consisting of N-[1-(2,3-Dioleoyloxy)propyl]-N,N,
<table>
<thead>
<tr>
<th>Drug</th>
<th>Product</th>
<th>Company</th>
<th>Clinical status</th>
<th>Indication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annamycin</td>
<td>Liposomal annamycin</td>
<td>Callisto Pharmaceuticals</td>
<td>Phase I/II</td>
<td>Refractory or relapsed acute lymphocytic leukemia</td>
</tr>
<tr>
<td>Cisplatin</td>
<td>Lipoplatin™</td>
<td>Regulon, Inc</td>
<td>Phase II/III</td>
<td>Advanced breast cancer, NSCLC, squamous cell carcinoma of the head and neck</td>
</tr>
<tr>
<td>Cytarabine (ara-C)</td>
<td>DepoCyte</td>
<td>Mudipharma International Limited</td>
<td>Phase I</td>
<td>Solid tumors</td>
</tr>
<tr>
<td>Daunorubicin</td>
<td>DaunoXome</td>
<td>Diatos SA, in-licensed from Gilead Sciences, Inc</td>
<td>Withdrawn from the USA, relaunched in Europe</td>
<td>Kaposi's sarcoma, acute leukemia</td>
</tr>
<tr>
<td>Docetaxel</td>
<td>LE-DT</td>
<td>NeoPharm</td>
<td>Completed Phase I</td>
<td>Metastatic solid tumors</td>
</tr>
<tr>
<td>Doxorubicin</td>
<td>Myocet</td>
<td>Enzon Pharmaceuticals</td>
<td>Approved</td>
<td>Metastatic breast cancer in combination with another chemotherapy drug, cyclophosphamide</td>
</tr>
<tr>
<td>Irinotecan</td>
<td>PEP02</td>
<td>HERMES Biosciences, Inc./Merrimack Pharmaceuticals</td>
<td>Phase I/Phase II</td>
<td>Colorectal/metastatic pancreatic cancer and gastric gastroesophageal junction</td>
</tr>
<tr>
<td>Irinotecan</td>
<td>CPT-II</td>
<td>University of California</td>
<td>Phase I</td>
<td>Recurrent high-grade gliomas</td>
</tr>
<tr>
<td>Lipotecan</td>
<td>Lipotecan</td>
<td>Taiwan Liposome Company</td>
<td>Phase I</td>
<td>Advanced solid tumors</td>
</tr>
<tr>
<td>Paclitaxel</td>
<td>Endotag</td>
<td>Medigene AG</td>
<td>Phase II</td>
<td>Pancreatic, breast cancer</td>
</tr>
<tr>
<td>Paclitaxel</td>
<td>Liposomal Paclitaxel</td>
<td>Nanjing Sike Pharmaceutical Co., Ltd</td>
<td>Phase I</td>
<td>Solid tumors in Chinese patients</td>
</tr>
<tr>
<td>Paclitaxel</td>
<td>LEP-ETU</td>
<td>NeoPharm</td>
<td>Phase II in India</td>
<td>Metastatic breast cancer</td>
</tr>
<tr>
<td>Paclitaxel</td>
<td>LIPUSU</td>
<td>Luye Pharma</td>
<td>Approved</td>
<td>Oophoron and metastatic carcinoma of ovary, Non-small-cell lung carcinoma (NSCLC), Kaposi's sarcoma</td>
</tr>
</tbody>
</table>
N-trimethylammonium methylsulfate (DOTAP) and derivatives of phosphatidylcholine and phosphatidylethanolamine. Paclitaxel is dissolved in the lipid bilayer from where it slowly leaches after the formulation binds to dividing endothelial cells. Owing to the differential rates of growth in normal tissue and tumors, the binding is significantly higher for vessels supplying the tumors [52]. Recent phase II data in triple receptor negative breast cancer shows that combination therapy of Endotag™-1 with paclitaxel resulted in a higher progression-free survival of 59% compared to 48% for paclitaxel alone.

15.3.3.2 PEGylated

Doxil® (or Caelyx®) is a marketed liposomal formulation of doxorubicin for Ovarian Cancer, AIDS-Related Kaposi’s Sarcoma and Multiple Myeloma. The liposomes are coated with PEG to evade RES scavenging. This increases their circulation time in the body and alters the toxicity profile of doxorubicin. Like other submicron delivery systems, selective accumulation is postulated due to the EPR effect. The liposomes are composed of N-(carbonyl-methoxypolyethylene glycol 2000)-1,2-distearoyl-sn-glycero-3-phosphoethanolamine sodium salt (MPEG-DSPE), fully hydrogenated soy phosphatidylcholine (HSPC), and cholesterol. The most significant aspect is the reduction of cardiotoxicity of the drug. Since the cumulative maximum tolerated dose of Doxil® can be significantly higher than that of free doxorubicin [53], a study of the potential of this formulation to reduce cumulative toxicity in patients is advocated [54]. However, the PEG component results in accumulation of the drug in skin and causes hand–foot syndrome in about half of the patients and may thus be inferior to non-PEGylated liposomal doxorubicin in this aspect.
15.3.3.3 Drug Conjugates

Lipids are important components of cell membrane and biomolecules and are in high demand in rapidly multiplying cancerous cells. Therefore, combining lipids with anticancer drugs makes the latter accumulate in cancers. Additionally, this can address issues such as low water solubility and rapid metabolism of the drug in the body. Moreover, since lipids are absorbed through chylomicrons in the intestine, there is a possibility to develop oral dosage forms for the drugs that are presently only administered parenterally [55].

Taxoprexin® is a lipid conjugate of docosahexaenoic acid (DHA) with paclitaxel. The covalently bonded conjugate itself is nontoxic and was developed on the hypothesis of greater uptake due to high demand of DHA in cancer cells. DHA is an omega-3 fatty acid, is a component of the cell membrane and is used as a nutritional supplement. The prodrug provided a marked decrease in volume of distribution and clearance and a seven fold increase in plasma half life in phase I trial [56]. Phase II trials have shown only moderate activity in oesophagogastric cancer [57].

Ara-C is itself a prodrug that requires conversion to a triphosphate form for its activity. It is a nucleoside analog with appreciable activity against hematological tumors but limited activity in solid tumors. It is rapidly cleared from the body following iv administration. To increase residence in the body, a derivative containing elaicid acid chain has been prepared that showed activity against solid tumors also. This product, CP-4055 (Elacyt™, Clavis Pharma) exhibited significantly better activity and better tolerance than cytarabine in Phase II trials in acute myeloid leukemia [58]. While the cellular uptake of parent drug is dependent on a nucleoside transporter hENT1 (human equilibrative nucleoside transporter 1) in the cell membrane, the prodrug is internalized via an independent mechanism based on lipid transport. Clavis Pharma is also using this Lipid Vector Technology for gemcitabine (CP-4126) [59], which is in phase II clinical trials for pancreatic cancer. Owing to the possibility of oral absorption of the formulation, it is also being tested as a tablet formulation in a phase I study.

15.3.4 Protein- and Peptide Based Systems

DTS-201 (CPI-0004Na) is a peptidic prodrug of doxorubicin based on VectorCell™ technology of Diatos (now Cellectis). It has exhibited an improved therapeutic index of the drug in experimental models [60]. Chemically, it is N-succinyl-β-alanyl-L-leucyl-L-alanyl-L-leucyl-doxorubicin and is stable and cell-impermeable. The prodrug is cleaved by tumor specific endopeptidases that are released extracellularly in the tumor environment to N-L-alanyl-L-leucyl-doxorubicin and N-L-leucyl-doxorubicin. These fragments are cell permeable and are further converted to free doxorubicin inside the cell. Thus, the normal body burden is decreased, and the drug is selectively accumulated in tumors [61, 62]. Phase I trials have been completed for this product.
15.3.5 Active Targeting Conjugates

Antineoplastic drugs should ideally selectively kill cancer cells. One possible approach is to deliver the drug as a prodrug to the site of action and activate it in situ (tumor-activated prodrugs; TAP). The activator strategy can be based on tumor physiology (such as selective enzyme expression, hypoxia, and low extracellular pH), or tumor specific delivery techniques (such as antibody directed enzyme prodrug therapy or ADEPT) [63]. These approaches constitute the active targeting techniques employing various categories of guides.

### 15.3.5.1 Tumor Specific Antigens and Receptors

Vitamins such as B12, E, and folic acid are being explored for targeting. Folic acid is an important nutrient for cells for synthesis of purine and pyrimidine in cells, and rapidly multiplying cancerous cells overexpress the folate receptor on the cell membrane. A molecule linked with folate will, thus, have a high probability to interact with the cell membrane and be internalized by endocytosis. Normal cells take up folic acid by a reduced affinity folate uptake mechanism that does not allow these tagged drugs to pass through them, thereby reducing toxicity. The backbone of these delivery systems is the linker that cleaves inside the cell. A few folate receptor based drug delivery systems being developed by Endocyte are in clinical trials (Table 15.4).

<table>
<thead>
<tr>
<th>Product</th>
<th>Drug</th>
<th>Clinical status</th>
<th>Indication</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC145</td>
<td>Folate-conjugated Vinca alkaloids, binds to folate vitamin receptor (FR)</td>
<td>Phase II</td>
<td>Advanced NSCLC, ovarian cancer and endometrial cancer</td>
</tr>
<tr>
<td>EC20</td>
<td>Folate targeted imaging agent, diagnostic agent</td>
<td>Phase I, II</td>
<td>Diagnostic for metastatic tumors overexpressing folate receptor</td>
</tr>
<tr>
<td>EC17</td>
<td>Folate–Hapten Conjugate</td>
<td>Phase II terminated</td>
<td>Renal cell carcinoma</td>
</tr>
<tr>
<td>EC0225</td>
<td>Folic acid–desacetylvinblastine hydrazide conjugate</td>
<td>Phase I</td>
<td>Refractory or metastatic tumors</td>
</tr>
<tr>
<td>EC0489</td>
<td>Folate-receptor targeted chemotherapy</td>
<td>Phase I</td>
<td>Refractory or metastatic tumors in patients who have exhausted standard therapeutic options</td>
</tr>
</tbody>
</table>
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pharmaceuticals is developing a cyclodextrin formulation for delivery of siRNA for cancer therapy using RNAi/Oligonucleotide Nanoparticle Delivery (RONDEL) platform. This product called CALAA-01 is presently in phase I clinical trials. The system not only protects the siRNA from enzymatic degradation but also provides active targeting using transferrin [64, 65]. Being negatively charged, siRNA binds to the positively charged cyclodextrin backbone. Additionally, PEG is covalently bound to the cyclodextrin via the hydrophobic molecule adamantane. These opposing polarities force the system into self assembled particles about 70 nm in diameter, with a hydrophobic core and hydrophilic coating of PEG, which provides prolonged circulation [64].

15.3.5.2 Cytokine Aided

PE-38 is a bacterial agent from Pseudomonas and is cytotoxic. To provide tumor cell specificity, it has been linked to an immune regulatory cytokine IL13. The rationale is that malignant glioma cells overexpress IL13 receptors. IL13–PE38 (NeoPharm/Nippon Kayaku) is used as an adjunct to therapy to prevent relapse by administering directly to the tumor through catheters inserted in the brain [66]. This recombinant protein based product is presently undergoing phase I and II clinical trials.

15.3.5.3 Antibody Based Immunoconjugates

This technology relies on the linking of purified monoclonal antibody (mAb) fragments that are linked by enzyme cleavable bonds to cytotoxic drugs. The complexes bind specifically to the antigens present on cancer cells, and are internalized. The lysosomes then break the conjugate to release the drug within the cell. Thus, cancer cells are targeted with high specificity. The first clinically approved mAb–drug conjugate, gemtuzumab ozogamicin, contains an acid labile hydrazone linker and a sterically hindered disulfide. The key is to find a linker to bond the mAb to the drug that should be stable till it reaches the target site within the cancer cells [67–69].

In addition to anticancer drugs, radionuclides have been attached with the humanized murine mAb’s. The use of radionuclides such as $^{99m}$Tc- and $^{111}$In has been primarily focused on imaging of tumors, especially after the advent of positron emission tomography (PET). This field has indirectly contributed to drug delivery by imaging the receptors and other targets to which the drugs or the delivery systems thereof are directed [70]. One advantage of using antibodies for targeted therapy is that they have inherently long plasma half life. However, it can be a disadvantage with radioconjugates [71].

Owing to the amalgamation of molecular biology with drugs and chemical linking techniques, immunoconjugates are the most advanced form of drug delivery systems. From chemosensitization to radiotherapy and molecular signal inhibition,
this class of drugs has given a new dimension to antineoplastic chemotherapy [72]. A major limitation of gemtuzumab ozogamicin is resistance to the drug if the tumors overexpress Pgp. One of the most interesting but unrealized concept of this approach is the possibility to reverse drug resistance mediated by efflux transporters such as Pgp [71]. In addition to the chemical linkers, efforts are being made to identify and use enzymatic targets for release of drug within the cell especially those in lysosomes such as Cathepsin B [73]. These peptide based linkers are much more stable than chemical linkers based on moieties such as hydrazones and allow significant dose reduction and highly specific cancer cell cytotoxicity. For the synthetic auristatin derivative monomethyl auristatin E, target cytotoxicity has been achieved at a dose 60 times less than the maximum tolerated dose [69]. Three conjugates are already approved and various others are in different stages of clinical trials. Table 15.5 lists the products based on antibody–drug conjugates (ADCs).

15.4 Conclusion

Among the different classes of drugs, the relative importance of delivering the anticancer drugs specifically to the target cells or tissues is the greatest due to their cytotoxic effect. However, drug delivery techniques have facilitated the clinical debut and efficacy of many molecules in a variety of ways ranging from increasing their solubility to making them orally bioavailable. Owing to the large expenses involved in drug development, especially during clinical trials, profitability is largely dependent on patent protection. Though cremophor® EL often invites a lot of criticism for its toxicity in the standard paclitaxel formulation, Taxol®, one has to appreciate that this molecule enabled the marketing of an almost abandoned drug. With a wider variety of available excipients and technology platforms, the drugs of today stand a far better chance of being available to the cancer patient. Many kinds of inorganic, natural, and synthetic organic materials are being explored to design delivery systems that would allow even poorly water soluble or chemically or enzymatically unstable drugs to be able to selectively reach cancer cells. Promising technologies such as dendrimers should soon enter clinical trials.

Advances in technologies and new functional materials have allowed developers to harness the increased understanding of molecular pharmaceutics and modes of drug delivery. Specifically, forays in the areas of polymer chemistry and molecular biology techniques aided by improved screening of both toxicity and efficacy of novel biomaterials have made mankind stand inches from the magic bullet against cancer. Polymeric and immunoconjugates of drugs are the most rapidly advancing categories of products in the developmental arsenal. The uniqueness of submicron delivery systems in exploiting the EPR effect has provided pivotal leverage to targeting techniques. Newer techniques are combining different technologies to incorporate as many desirable features as possible in a single
<table>
<thead>
<tr>
<th>Agent</th>
<th>Clinical status</th>
<th>Drug</th>
<th>Developer</th>
<th>Target</th>
<th>Indication</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVE9633</td>
<td>Phase I</td>
<td>Maytansine</td>
<td>Immunogen</td>
<td>CD33</td>
<td>Acute myelogenous leukemia</td>
</tr>
<tr>
<td>Bexxar or tositumomab</td>
<td>Approved</td>
<td>I-131</td>
<td>GSK</td>
<td>CD-20</td>
<td>Non-Hodgkin’s lymphoma</td>
</tr>
<tr>
<td>Brentuximab vedotin or SGN-35</td>
<td>Phase I, II, III</td>
<td>Monomethyl auristatin E</td>
<td>Seattle Genetics</td>
<td>CD30</td>
<td>Relapsed/refractory Hodgkin lymphoma</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Systemic anaplastic large cell lymphoma (ALCL)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Retreatment of Hodgkin lymphoma, systemic ALCL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Frontline Hodgkin lymphoma</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Locally advanced or metastatic breast cancer and stage III or IV melanoma</td>
</tr>
<tr>
<td>CDX-011</td>
<td>Phase II</td>
<td>Auristatin</td>
<td>Celldex</td>
<td>CanAg</td>
<td>Colorectal cancer</td>
</tr>
<tr>
<td>HuC242-DM4</td>
<td>Phase I</td>
<td>Maytansine</td>
<td>Immunogen</td>
<td>CD56</td>
<td>Small cell lung cancer, MCC, ovarian cancer and other CD56+ solid tumors</td>
</tr>
<tr>
<td>IMGN901</td>
<td>Phase II</td>
<td>Maytansinoid, DM1</td>
<td>Immunogen</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inotuzumab Ozogamicin Mylotarg or</td>
<td>Phase III</td>
<td>Calicheamicin</td>
<td>Pfizer</td>
<td>CD22</td>
<td>Non-Hodgkin’s lymphoma</td>
</tr>
<tr>
<td>Gentuzumab Ozogamicin</td>
<td>Approved</td>
<td>Calicheamicin</td>
<td>Pfizer</td>
<td>CD33</td>
<td>Acute myelogenous leukemia</td>
</tr>
<tr>
<td>SGN-15</td>
<td>Phase II</td>
<td>Doxorubicin</td>
<td>Seattle Genetics</td>
<td>Lewis-y</td>
<td>Refractory prostate cancer</td>
</tr>
<tr>
<td>SGN-75</td>
<td>Phase I</td>
<td>Monomethyl auristatin F</td>
<td>Seattle Genetics</td>
<td>CD-70</td>
<td>Renal cell carcinoma, non-Hodgkin’s lymphoma</td>
</tr>
<tr>
<td>Trastuzumab-MCC-DM1 or T-DM1</td>
<td>Phase II</td>
<td>Maytansine</td>
<td>Genentech/Roche</td>
<td>Her2/neu</td>
<td>Breast cancer</td>
</tr>
<tr>
<td>Zevalin or Ibritumomab Tiuxetan</td>
<td>Approved</td>
<td>Y-90, In-111</td>
<td>Spectrum Pharmaceuticals</td>
<td>CD-20</td>
<td>Follicular non-Hodgkin’s lymphoma</td>
</tr>
</tbody>
</table>
delivery system. While scientists venture to discover activity of molecules specific to cancers, drug delivery strives to artificially induce that capability for the existing drugs.
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Chapter 16
Fundamentals of Vaccine Delivery in Infectious Diseases

Sevda Şenel

Abstract  Infectious diseases continue to be the major causes of illness, disability, and death. Moreover, in recent years, new infectious agents and diseases are being identified, and some diseases that were previously considered under control have reemerged. Furthermore, antimicrobial resistance has grown rapidly in a variety of hospital as well as community acquired infections. Thus, humanity still faces big challenges in the prevention and control of infectious diseases. Vaccination, generally considered to be the most effective method of preventing infectious diseases, works by presenting a foreign antigen to the immune system to evoke an immune response. The administered antigen can either be a live, but weakened, form of a pathogen (bacteria or virus), a killed or inactivated form of the pathogen, or a purified material such as a protein. However, no vaccine is completely safe; therefore, vaccine safety research and monitoring are necessary to minimize vaccine related harms. From the formulation point of view, the goal continues to be to improve the quality and global availability of vaccine delivery systems. This chapter provides an introduction to vaccine formulation, describes the delivery routes that are utilized, and discusses the factors that affect the safety and stability of a vaccine formulation.

16.1 Introduction

Despite the outstanding successes in control of diseases provided by improved sanitation, immunization, and antimicrobial therapy, infectious diseases continue to be a common and significant medical problem. Infectious diseases take many
manifestations. The most common disease of mankind, the common cold is an infectious disease, just as the fearsome modern disease acquired immune deficiency syndrome (AIDS) is. Some chronic neurological diseases that were previously thought to be degenerative have now been proven to be infectious as well.

Infectious diseases are caused by infective agents, pathogens (such as bacteria, viruses, and fungi) or parasites. Some infectious diseases can be passed from person to person. Some, however, are transmitted via animals. Others are acquired by ingesting contaminated food or water or other exposures in the environment. These microbes, especially viruses, are unstable and evolve rapidly.

During the past 30 years, more than 30 new organisms have been identified worldwide [1]. The emergence of the new or newly recognized pathogens, such as the viruses causing novel viral hepatitis, severe acute respiratory syndrome (SARS), Ebola, and highly pathogenic modified strains of influenza virus, has altered the entire insight of public health. There is also increasing awareness of the potential for novel or established infections of animals to cross the species barrier and affect man, such as the avian flu and swine flu. Many old infectious diseases, such as tuberculosis, have become renascent due to relaxation of control measures as a result of satisfaction, increasing resistance to antimicrobial agents, and social factors that include increased travel, social displacement and poverty [2]. Some long established infections have expanded to previously unaffected regions, for example, West Nile virus in North America. The threat of bioterrorism has raised the spectra of new outbreaks of highly infectious and deadly diseases, such as smallpox, anthrax, prion diseases such as variant Creutzfeldt–Jakob disease (vCJD) and plague. There is now some evidence that global climate change might be contributing to the spread of infectious disease [3]. Unless controlled effectively, emerging infectious diseases will take a heavy toll of human life regardless of age, gender, lifestyle, ethnic background, and socioeconomic status.

Infectious diseases may not only cause suffering and death but also impose an enormous financial burden on society hence efforts continue for prevention, care, and treatment of the infectious diseases. Both the conventional and the novel formulation technologies for various drugs, which are described in elsewhere in this book, are also applicable for delivery of the chemotherapeutic agents used to treat infectious diseases via the oral, parenteral, transdermal, and transmucosal routes. However, the focus of this chapter is on vaccines that are used for the prevention and/or therapy of infectious diseases, and that require quite different formulation approaches when compared to those used to deliver conventional drugs.

16.2 Vaccines

Vaccines for the prevention of infectious diseases have made a major contribution to the improvement in the health of people world-wide during the past century. Vaccines work by presenting an antigen to the immune system to evoke an immune
response that improves the body resistance to the effects of an infectious pathogen or a disease process [4]. Receiving a vaccination (antigen) activates the immune system’s “memory” allowing the body to react quickly by releasing antibodies to future exposures and thereby destroying the pathogen before it can cause illness (Fig. 16.1). Antibodies, which are also known as immunoglobulins (Ig), are gamma globulin proteins found in blood and are used by the immune system to identify and neutralize bacteria and viruses.

Most of the vaccines used today involve killed or attenuated microorganisms (bacteria, viruses, fungi, etc.) or chemically detoxified toxins (toxoids) from bacteria. However, despite the efficacy of killed and attenuated vaccines, there is concern over their safety. Killed bacterial or viral vaccines often have residual toxicity following inactivation and might contain toxic components, such as lipopolysaccharide [5]. To overcome this problem, although often less immunogenic, subunit vaccines composed of purified antigenic components of the microorganism have been developed. Extensive research has been carried out to also identify the antigens expressed on microorganisms that evoke a protective immune response. Recombinant vaccines have been developed, in which genes for desired antigens are inserted into a vector, usually a virus, which has a very low virulence. The vector expressing the antigen may be used as the vaccine, or the antigen may be purified and injected as a subunit vaccine [6]. Among the subunit recombinant vaccines currently available on the market are the Hepatitis
B Virus (HBV) Vaccine (Engerix-B®, GSK; Recombivax Hb®, Merck and Co. Inc) and Human Papilloma Virus (HPV) (Cervarix®, GSK; Gardasil®, Merck and Co. Inc) based on the ability of the viral L1 capsid protein to form virus-like particles (VLP), which are self-assembling particles composed of one or more viral proteins.

DNA vaccines based on the injection of plasmid DNA encoding the protective antigenic protein have also been investigated [7–9]. The USDA (US Department of Agriculture) recently granted full licensure for a therapeutic DNA vaccine to help extend survival time of dogs with oral melanoma. The first and only USDA approved vaccine, Oncept™, developed by Merial in partnership with the Memorial Sloan-Kettering Cancer Center and the Animal Medical Center of New York, uses a DNA plasmid containing a gene for the human version of tyrosinase, a protein present on melanoma cancer cells in humans and dogs [10]. For the subunit and DNA vaccines to reach their full potential, it is important to get them to the right place, at the right time, in the right condition [11]. Therefore, delivery systems for vaccines need to be advanced and innovative as well. A successful vaccine formulation must be effective; in other words, it should be capable of inducing appropriate immune response; it should be safe to administer and should be stable, reproducible, and easily affordable.

16.2.1 Formulation of Vaccines

Traditional live vaccines based on attenuated pathogens typically do not require the addition of any other agents into the formulation but are generally dispersed in buffer solution, whereas vaccines based on inactivated viruses or bacteria may require adjuvants to enhance their immunogenicity. While subunit vaccines, such as purified protective proteins or carbohydrates, provide a much cleaner, safer, and more immunologically defined alternative to live or killed whole cell vaccines, these vaccines are not sufficiently immunogenic on their own; thus, the use of an adjuvant is required to enhance their ability to evoke effective immune responses [12–14].

16.2.1.1 Adjuvants

Adjuvants are defined as molecules, compounds, or macromolecular complexes that boost the potency and longevity of specific immune response to antigens, causing only minimal toxicity or long lasting immune effects on their own [15]. Adjuvants act by a diverse series of pathways that may involve changing the properties of the antigen, providing a slow release antigen depot, targeting innate immune pathways to selectively activate specific pathways of immunity [16–20].
In regard to their mechanism of action, the adjuvants can be classified into two groups as follows [15, 21]:

1. Immunostimulants: these act directly on the immune system to increase the response to antigens that stimulate immune responses. Examples include TLR (Toll-like receptor) ligands, MPL®, cytokines (GM-CSF, IL-2, IFN-γ, and Flt-3), saponins, and bacterial exotoxins (CT cholera toxin, LT heat labile enterotoxin of Escherichia coli).

2. Vehicles (delivery systems): these present vaccine antigens to the immune system in an optimal manner, including controlled release and depot delivery systems, to increase the specific immune response to the antigen, and can also serve to deliver the immunostimulants. Examples include the following: mineral salts (aluminum) [22]; emulsions (montanide®) [23], MF59™ [24, 25]; virosomes [26, 27]; liposomes; biodegradable polymeric microparticles; and immune stimulating complexes – ISCOMs.

Currently, there are very few adjuvants and delivery systems licensed for human use. These include Alum, MF59™ (an oil-in-water emulsion containing nonionic surfactants and squalene incorporated in influenza vaccines, Fluad® and Focetria®, Novartis), AS03 (10% oil-in-water emulsion containing squalene incorporated in pandemic H1N1 influenza vaccine, Pandemrix®, GSK), MPL® (monophosphoryl lipid A), AS04 [Alum + MPL®, incorporated in Human papilloma virus vaccine, Cervarix®, and hepatitis B virus (HBV) vaccine, Fendrix®, GSK], virus-like particles (VLP) (self-assembling particles composed of one or more viral proteins); immunopotentiating reconstituted influenza virosomes (IRIV) (Epaxal®, hepatitis A virus particles adsorbed on the surface of the IRIV, and Inflexal® V, influenza, Berna, a Crucell Company), and cholera toxin. Safety of adjuvants still remains an important issue, as many of the adjuvants are reported to show some undesired effects [28, 29].

16.2.1.2 Preservatives

Preservatives such as phenol, benzethonium chloride, and 2-phenoxyethanol are also added into formulations to prevent bacterial and fungal growth in some vaccines during storage, and particularly during the use of opened multidose vials. Thiomersal (also known as thimerosal; mercurothiolate and sodium 2-ethylmercuriiothio-benzoate), which is approximately 50% mercury by weight, is one of the most commonly used preservatives in vaccine formulations. It has also been used during vaccine production both to inactivate certain organisms and toxins and to maintain a sterile production line. Recently, there have been some concerns about the safety of this compound due to its mercury content. Such safety concerns have led to initiatives in some countries to eliminate, reduce, or replace thiomersal in vaccines, both in single dose and multidose presentations. However, the WHO Global Advisory Committee on Vaccine Safety [30] continues to recommend the use of vaccines containing thiomersal for global immunization programmes because the benefits of using such products far outweigh any theoretical risk of toxicity.
16.2.1.3 Stabilizers and Solubilizers

Stabilizers and solubilizers such as polyoxyethylene sorbitan monooleate (Tween® 80), t-octylphenoxypolyethoxyethanol (octoxynol 9, Triton® X-100) are added into vaccine formulations to improve formulation characteristics such as dispersibility. Sugars such as sucrose and lactose, amino acids such as glycine or the monosodium salt of glutamic acid, and proteins such as human serum albumin or gelatin are also added as stabilizers. They are sometimes added to help protect the vaccine from the effects of adverse conditions such as are encountered in the freeze drying process, for those vaccines that are freeze dried.

Most vaccine preparations have to be stored within a specific temperature range to maintain potency. The “cold chain” system (often 2 to 8°C) is a means for storing and transporting vaccines in a potent state from the manufacturer to the person being immunized (Fig. 16.2). This approach is very important since all vaccines lose potency over time if exposed to heat and/or when frozen [31]. However, for innovative technology based vaccines, the cold chain system may be very costly due to the requirements for significantly more space in transportation and storage. Therefore, development of thermostable vaccine formulations becomes an important consideration.

![Fig. 16.2  Schematic presentation of cold chain for vaccines](image-url)
16.2.2 Vaccine Delivery Routes

The vast majority of vaccines are delivered intramuscularly (im) or subcutaneously (sc) using a needle and syringe. Traditionally, the intradermal (id) route for delivery has been used as the route of choice for only a very limited number of vaccines, such as Bacille Calmette Guérin (BCG) for tuberculosis (TB), and in some countries, for postexposure rabies vaccination. However, over the past few years, the use of the intradermal administration as an alternative delivery route for several other vaccines including hepatitis B (HBV), measles, and influenza has attracted attention due to the possible advantages it offers compared to the intramuscular and subcutaneous routes. These advantages include reduced dose (therefore reduced cost and improved access to vaccines with limited supply), improved safety, and improved logistics [32].

However, there are concerns over inadequate safe injection practices such as reuse of equipment, unsafe collection, and unsafe disposal (resulting in risk of infections and disease transmission, e.g., HIV via contaminated syringes) as well as the availability of trained personnel to administer injections safely. These problems are more critical during mass campaigns when millions of doses of vaccine are administered. Furthermore, patient compliance is restricted with injection. All of these concerns lead to the search for alternate, noninvasive means of vaccine delivery that do not require a needle and syringe. These studies have been accelerated by recent concerns regarding pandemic disease, bioterrorism, and disease eradication campaigns. Noninvasive vaccine delivery would allow large mass vaccinations to be possible by increasing the ease and speed of delivery, and by providing improved efficacy, safety and compliance, decreasing costs, and reducing pain associated with vaccinations. Methods currently in use and under development are focused on needle free injection devices, transcutaneous immunization, and mucosal immunization.

16.2.2.1 Transcutaneous Immunization

Transcutaneous immunization (TCI) is a novel vaccination route involving the topical application of vaccine antigens onto the skin surface [33]. It has been shown that skin has an effective immune system, and its physical barrier is not as impermeable as previously thought; hence, it became an attractive route for noninvasive delivery of vaccines. Studies in several animal species and clinical trials in humans have established the proof of principle [34].

16.2.2.2 Mucosal Immunization

Mucosal immunization has focused on oral, nasal, and aerosol vaccines. Vaccines that induce protective mucosal immunity are attractive since most infectious agents come into contact with the host at mucosal surfaces. Mucosal delivery of vaccines
allows concerted action against diseases caused by pathogens that either invade through, or cause disease at, mucosal surfaces [35]. The general approach is to combine systemic response and local mucosal immune response to induce specific protection in distant mucosal sites [36, 37].

16.2.3 Vaccine Delivery Systems

In response to fears of injection (needle and syringe) mentioned above, alternative delivery technologies have been developed and some of them have already become available on the market. The World Health Organization (WHO) has undertaken a prioritization exercise to determine which delivery technologies (such as jet injector, nasal, aerosol, transcutaneous, ballistic) will be the most feasible and have the greatest impact for existing and future vaccines that will set the global vaccine delivery agenda for the forthcoming years [38]. New immunization supportive technologies anticipated by 2015 are jet injectors, vaccine patches, vaccine nasal sprays, vaccine aerosols, and thermostable vaccines [38].

16.2.3.1 Needle Free Injection

Jet injectors are needle free devices that deliver vaccine through a nozzle orifice via a high pressure, high speed narrow stream that penetrates the skin [39]. They generate improved or equivalent immune responses compared to needle and syringe. A vaccine can be delivered to intradermal, subcutaneous, or intramuscular tissue depending on the mechanical properties of the fluid stream [40]. Multidose jet injectors were used widely in the 1960s–1980s, with billions of immunizations given with these devices. However, concerns about the transmission of blood borne diseases via these devices led to their withdrawal. New generation multidose jet injectors with disposable caps on the nozzle have been developed in an attempt to overcome this risk; however, they were not found to be adequately safe [46]. The older injectors that used the same nozzle on consecutive patients have been superseded by a new generation of disposable cartridge jet injectors (DCJIs), which are currently being used in the USA for needle free immunization in adults and pediatric populations with several vaccines (Fig. 16.3). The devices currently in

![Fig. 16.3 Disposable-cartridge jet injectors (DCJIs) for intradermal (skin) injection for flu vaccination (CDC Web site – Needle Free injection technology)](image-url)
use are relatively expensive and not suited for use in developing countries; hence, the development of smaller, lighter, and cheaper designs, which could be applicable for both routine and campaign immunization, is required.

### 16.2.3.2 Vaccine Patches

Travelers’ Diarrhea (TD) Vaccine Patch (Intercell) has been reported to have entered clinical Phase III development [41]. The TD vaccine system consists of a self-adhesive patch containing the vaccine antigen and a single use device used to prepare the skin at the site of patch administration (the Skin Preparation System), which partially disrupts the stratum corneum of the skin. The dry patch contains the antigen in a stabilizing excipient formulation and delivers the antigen to the skin. Activated Langerhans cells take up the antigen and deliver it to the draining lymph nodes. If approved, it will be the first vaccine delivered with a patch and to prevent TD, which is caused by enterotoxigenic *E. coli*. (Note added in proof: Development of this product was halted following failure in Phase III.)

Similarly, a patch containing a trivalent inactivated influenza vaccine (TIV) has been developed in a dried, stabilized formulation for transcutaneous delivery [42]. The dry TIV patch has been described as a major advance for needle free influenza vaccination due to its effectiveness in vaccine delivery and its superior thermostable characteristics.

### 16.2.3.3 Vaccine Nasal Sprays

The nasal route offers several benefits to the administration of vaccines, such as its highly vascular mucous membranes, low enzymatic degradation compared to oral vaccines, and greater acceptability to patients. Nasal vaccines, however, have to overcome several limitations, including mucociliary clearance and inefficient uptake of soluble antigens. Therefore, nasal vaccines require potent adjuvants and delivery systems to enhance their immunogenicity and to protect their antigens. Among the various bioadhesive polymers studied for nasal vaccine delivery, chitosan has been shown to exhibit advantages as a vaccine carrier due to its immune stimulating activity and bioadhesive properties that enhance cellular uptake, permeation and antigen protection, as well as being well tolerated by humans [21, 43, 44].

FluMist® (MedImmune, LLC, the USA) is the first FDA approved needle free influenza vaccine made from a weakened live virus (Live, attenuated influenza vaccine – LAIV). It is given as a gentle mist, with a quick spray in each nostril. FluMist® is engineered to not cause disease, and replicates efficiently only in the cooler temperatures of the nasopharynx, but not in the warmer temperatures of the lower respiratory tract. Influenza A (H1N1) 2009 Monovalent Vaccine, Live (MedImmune, LLC, the USA) is the second nasal vaccine that has been approved recently by the FDA for pandemic influenza. Neither of these vaccine formulations contain any adjuvants.
16.2.3.4 Vaccine Aerosols

The Measles Aerosol Project was established in 2002 by WHO, in collaboration with the US Centers for Disease Control and Prevention and the American Red Cross, with the purpose of conducting the necessary studies to achieve the licensure of a product (device and vaccine) administered through this route [45]. It has long been recognized that new delivery systems may facilitate measles immunization efforts, especially mass campaigns, and that such approaches may facilitate the long-term sustainability of measles mortality reduction and measles elimination goals. Studies are to be undertaken for at least three devices for aerosol administration of reconstituted vaccine and, if feasible in the time frame, a dry powder device.

16.2.3.5 Particulate Delivery Systems

Vaccine delivery systems are generally particulate systems, e.g., emulsions, polymeric micro/nanoparticles [47–53], ISCOMs [54, 55], and liposomes [56, 57]. They mainly function to target associated antigens into antigen presenting cells (APC), including macrophages and dendritic cells, which facilitate the immune response by holding antigens on its surface and presenting them to lymphocytes. Significantly enhanced immune responses have been reported with encapsulation or adsorption of antigens onto particles. Polyanhydrides, polyorthoesters, hyaluronic acid, and poly(lactic-co-glycolic acid) (PLGA) are the most commonly investigated polymers for the preparation of particulate systems [58–60]. Preparation methods employed to obtain such systems have been reported to be an important parameter for the stability of the antigen. In many cases, an organic solvent and high temperatures are needed for preparation of the particles, which may result in degradation and denaturation of the antigen during processing or after loading [61, 62]. The use of alginates [63, 64] and chitosan offers advantages over other polymers by avoiding use of organic solvents and requiring mild conditions for preparation [43, 52, 65–67].

Particulate systems with a particle size smaller than 10 µm were reported to significantly improve the immune response [61]. However, a variety of systems within a wide range of particle size (between 5 nm and 10 µm) have been investigated for antigen delivery [51, 68, 69]. These investigations showed that there was no clear confirmation that decreasing the particle size of the delivery system improved the immune response. Also there is still an inconsistency in the literature about the differential uptake of nanoparticles by antigen presenting cells (APCs), which changes according to the particle and antigen properties as well as the application route. Currently, there are no vaccine products available on the market based on polymeric particulate systems.
### 16.2.3.6 Oral Mucosal Vaccines

Oral immunization with vaccines against intestinal infectious diseases has been extensively explored for several decades. Despite the immunologic and economic rationale behind oral immunization, only a few mucosal vaccines are available for the prevention of mucosal infections due to the limited absorption from the intestinal tract and sensitivity to degradation. “Oral” polio vaccine (OPV) contains live but weakened poliovirus and is the WHO-recommended vaccine for polio eradication. However, because of the risk of a rare, but serious, condition called vaccine-associated paralytic poliomyelitis, the use of the oral polio vaccine in the USA was discontinued in 2000.

Currently, two oral vaccines have approval from the FDA. These are Typhoid Vaccine Live Oral Ty21a (Vivotif™, enteric coated tablet, Berna, Ltd), and Rotavirus Vaccine, Live, Oral (Rotateq® ready-to-use liquid doses, MSD; Rotarix®, a lyophilized vaccine that is reconstituted with a liquid diluent in a prefilled oral applicator, GSK) [70].

### 16.2.3.7 Edible Plant Derived Vaccines

Recently, new live-attenuated bacterial and viral or edible plant derived vaccines have been introduced for oral vaccination [39, 71]. Plants are used as recombinant biofactories to express a number of vaccines [72]. Plant derived vaccine antigens have been found to be safe and induce a sufficiently high immune response in humans. Hence transgenic plants, including edible plant parts, have been suggested as excellent alternatives for the production of vaccines and economic scaleup through cultivation [73]. Such edible encapsulation protects the antigen through the mucosal and gut systems to allow its uptake. Furthermore, oral plant based vaccines are reported to be stable during storage at ambient temperatures, thereby eliminating the need for a cold chain. In addition, they do not require syringes, needles, or trained personnel for administration [74]. These features also favor use of these vaccines for large scale immunization programmes, particularly in developing countries where resources to provide a cold chain and the equipment and personnel needed for injections are limited. Initially the transgenic fruit or vegetable expressing an antigen from a virus or bacteria as the edible vaccine was intended to be eaten raw without any processing to evoke the protective immune response against a particular disease. However, recently the approach to “edible vaccines” has been replaced by “plant-derived vaccine antigens.” This approach results in the antigen in a pure form and at standardized concentrations [73]. In general plants with high food value are being chosen as expression systems such as apple, banana, tomato, and guava (fruits), peanut, corn, soybean, and chickpea (seeds), cabbage, lettuce, potato, and spinach (vegetables) [73]. Recently, a rice based mucosal vaccine expressing CT-B (MucoRice CT-B) has been reported as a new possible form of oral cholera vaccine [75]. Transgenic rice has been
shown to be stable in the harsh environment of the gastrointestinal tract, also eliminating the need for syringe/needle administration as well as the cold chain storage process, and providing physicochemical stability. However, it has been pointed out that a highly sophisticated and a closed soil-less farming facility with artificial sunlight would be required for technical advancement of the rice based transgenic vaccine system.

16.3 Therapeutic Vaccines

Vaccines are by definition prophylactic, but in recent years therapeutic vaccines have been developed for chronic viral infections such as those caused by hepatitis B virus, human papilloma virus (HPV), herpes simplex virus, and HIV [76]. Therapeutic vaccines are intended to treat persistent, recurrent, or chronic infections, where drug intervention is either ineffective or suboptimal, and where intracellular pathogens have established mechanisms to escape from the immune system [77]. Unlike the traditional vaccines, which are administered to healthy individuals to prevent infection, therapeutic vaccines are designed to stimulate immune defences in patient populations after they have been infected/colonized with a pathogen, or even after they developed a disease. Therapeutic vaccination is proposed as an satisfactory replacement for, or as an adjunct to, existing therapies [78].

16.4 Concluding Remarks

There are always risks and benefits associated with the use of vaccines. The side effects of vaccines are often reported; however, considering the fact that a person is at risk from most infections, and that more and more reports are confirming the safety of vaccines, immunization should be considered the first line of defense against infectious diseases. In response to challenges in global immunization, WHO and UNICEF have developed the Global Immunization Vision and Strategy (GIVS), which covers the period 2006–2015 [79]. This strategy aims to assist countries to immunize more people, from infants to seniors, with a greater range of vaccines, and introduce a range of newly available vaccines and technologies to fulfill their main mission of “a world in which all people at risk are protected against vaccine-preventable diseases.”

As a formulator, we also have a mission in the immunization of people, i.e., “to develop safe and more potent vaccine delivery systems, which are stable at all temperatures, self-administrable, with suitable packaging for storage and transportation, and which are affordable.”
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Chapter 17
Tissue Engineering in Drug Delivery
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Abstract Over the last 20 years, the fields of tissue engineering and regenerative medicine have emerged with the goals of restoring, maintaining, or improving tissue function. This is currently addressed with the creation of biologically active biomaterials or scaffolds seeded with either progenitor or differentiated cells that substitute for tissue or organs. Paracrine factors or other drugs are incorporated into these scaffolds to promote tissue regeneration and function. Precise control of both timing and presentation of these drugs is necessary for sufficient efficacy. This chapter provides an overview of the common biomaterials and drugs encountered in bone, cartilage, neural, and cardiovascular tissue engineering, as well as current strategies and future directions for drug delivery in tissue engineering.

17.1 Tissue Engineering

Tissue engineering and regenerative medicine are multidisciplinary fields that incorporate aspects of engineering, medicine, and the life sciences. The primary goal of tissue engineering is the creation of biologically active substitutes of tissues or organs to restore, maintain, or improve tissue function. Further, tissue engineered constructs have diagnostic applications for testing drug efficacy, toxicity, metabolism, and pathogenicity. The current paradigm of tissue engineering involves seeding...
progenitor or differentiated cells onto a substrate that mimics the extracellular matrix (ECM) with or without the presence of paracrine factors or drugs to promote a specific tissue function. This paradigm is derived from the observation that cells interact with the ECM and require a matrix upon which to adhere, proliferate, and express function. Thus, knowledge of biomaterials, cell biology, and drug delivery is required to form a functional tissue engineered construct.

17.1.1 Stem or Progenitor Cells

While fully functional or differentiated cells can be used in tissue engineered constructs, they are limited with respect to cell number and proliferative capacity. The discovery of stem cells that have high proliferative capacity and differentiation potential can address these concerns, and the capability to expand stem cells ex vivo and form functional tissues is advantageous. Stem cells are defined as cells that can renew themselves and differentiate into cells with specialized functions. Stem cells are categorized by their potency, i.e. their differentiation potential to form other cell types. Totipotent cells can form both embryonic and extraembryonic cells and thus are capable of forming a complete, viable organism. Pluripotent stem cells are capable of forming all embryonic cell lineages and thus can form any cell in a postnatal or adult organism. Multipotent cells are capable of differentiating into multiple cell lineages, but the differentiation potential is limited compared to pluripotent cells. Unipotent cells or progenitor cells are limited to one cell lineage. Stem cells can be further divided into embryonic and adult stem cells that are appropriate for differing applications.

17.1.1.1 Embryonic Stem Cells

Embryonic stem (ES) cells are pluripotent cells derived from the inner cell mass of a blastocyst and are capable of differentiating into cells of all three germ layers. ES cells have nearly unlimited proliferative capacity if maintained in the correct culture conditions. Until recently for human ES cell lines, a feeder layer of mouse embryonic fibroblasts and the presence of basic fibroblast growth factor (bFGF) were required, increasing the operating and labor costs of maintaining ES cells. Recent work by Amit et al. has described feeder free culture with serum and growth factor supplementation [1]. Most current strategies utilizing ES cells are designed as allografts or xenografts, which are inherently immunogenic. However, tactics such as immune matching or genetic manipulation can potentially address these concerns.

Since ES cells are pluripotent, they can differentiate into all adult cell types. Uncontrolled differentiation of ES cells can lead to the formation of teratomas, a tumor containing multiple cell types, following implantation. Further, as little as one single undifferentiated ES cell can lead to a teratoma, since ES cells have nearly unlimited proliferative capacity. Complete differentiation of ES cells prior to implantation is, therefore, essential. Differentiation of stem cells is achieved via
numerous signals including mechanical and chemical. Chemical cues such as growth factors must be presented correctly both temporally and spatially to ensure proper differentiation. Thus, controlled delivery of chemical signals is advantageous to ensure a viable tissue engineered construct utilizing ES cells.

17.1.1.2 Adult Stem Cells

Adult stem cells are nonembryonic stem cells derived from a postnatal organism. Adult stem cells are heterogeneous in both source and potency but can typically be obtained from the patient, leading to autografts, thereby reducing the potential for rejection. Adult stem cells are classified as unipotent, multipotent, or pluripotent. While the differentiation potential of unipotent stem cells is limited to one cell lineage, numerous strategies using unipotent cells including neural and hematopoietic stem cells are in development (see [2] for more information). Examples of multipotent adult stem cells include mesenchymal (MSCs) and adipose-derived stem cells (ASCs), while pluripotent adult stem cells have been derived from postnatal cells using genetic manipulation. These cells are termed induced pluripotent stem (iPS) cells.

Mesenchymal and Adipose-Derived Stem Cells

MSCs and ASCs are multipotent stem cells with the capacity to differentiate into many cell lineages including neural, osteogenic, chondrogenic, and vascular cell lineages [3, 4]. MSCs have been isolated from numerous non-marrow stromal tissues including muscle and dental pulp. They are frequently isolated from the bone marrow, in particular from the iliac crest. The heterogeneous cell population, which is derived as a result of adherence to tissue culture plastic, may be more appropriately termed “bone marrow stromal cells” (BMSCs) or “multipotent stromal cells.” ASCs are located within adipose tissue and are generally isolated during liposuction procedures. ASCs are similar to MSCs in proliferative capacity and differentiation potential, but the large amount of aspirate following liposuction procedures leads to greater numbers of available cells. Compared to ES cells, MSCs and ASCs have limited proliferative capacity and potency, but their ease of isolation and their potential use as autografts can make them advantageous. Further, MSCs can avoid allogenic recognition by forming an immunosuppressive environment, although this capability can vary depending on the donor [5]. Additionally, MSCs and ASCs lack the potential to form teratomas due to their limited potency. Nevertheless, their differentiation beyond mesenchymal tissues is difficult to promote.

Induced Pluripotent Stem Cells

IPS cells are a recently characterized cell population that combines many of the advantages of ES and multipotent adult stem cells. They are genetically modified
adult fibroblasts or other somatic cells that function similarly to ES cells because
they have nearly unlimited proliferative capacity and are pluripotent [6]. Thus, they
can differentiate into all embryonic cell types, be easily expanded in vitro, be
obtained from autogenic sources, and are readily available. Teratoma formation
can still occur, and thus tight differentiation control is required. Further, for
patients with genetic disorders, autografts of iPS cells will maintain the genetic
anomalies.

17.1.2 Biomaterials for Tissue Engineering

Cell function is promoted and maintained through a variety of signals including
spatial, mechanical, electrical, and chemical cues. Regardless of function, all cells
require a substrate upon which to attach, proliferate, and provide structural support.
For hard tissues such as bone, biomaterials such as hydroxyapatite or tricalcium-
phosphate are used, since they match the mechanical properties of the native tissue.
Hydrogels are routinely employed for tissue engineered constructs due to their high
hydration levels and viscoelastic properties similar to native soft tissue. Most
materials utilized for tissue engineering are biodegradable, allow for cell binding,
and biocompatible. This allows cells or the host to remodel the biomaterials for the
particular application. Eventually, most tissue engineering strategies aim to inte-
grate the tissue engineered construct into the native tissue to complement or replace
the damaged tissue.

Categories of biomaterials used in tissue engineering include natural, synthetic,
and inorganic materials (Table 17.1). Natural materials are derived from proteins or
polysaccharides and are generally biocompatible, biodegradable and allow for cell
binding. The mechanical strength of natural materials is typically lower than
synthetic or inorganic materials, but this range can vary depending on formulation.
Synthetic materials allow for greater control of material properties such as mechan-
ical strength, swelling ratios, degradation rates, etc., but require the inclusion of cell
attachment domains. Further, biocompatibility is of greater concern compared to
natural biomaterials. Hybrid materials incorporate aspects of both synthetic and
natural materials. Generally, hybrid materials provide greater control of material
properties while incorporating domains for cell binding, biodegradation, and/or
biocompatibility. Inorganic materials are typically employed for bone applications,
since they provide high mechanical strength.

17.1.3 Drug Delivery in Tissue Engineering

As mentioned previously, cell function and stem cell differentiation are controlled
from a variety of cues including spatial, mechanical, electrical, and chemical.
Spatial cues include density of cell attachment domains, which dictate cell–matrix
Table 17.1 Common biomaterials for tissue engineering

<table>
<thead>
<tr>
<th>Material</th>
<th>Application</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural polymers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agarose</td>
<td>Cartilage, nerve</td>
<td>Biocompatible</td>
<td>Mechanical properties</td>
</tr>
<tr>
<td>Alginate</td>
<td>Cartilage</td>
<td>Biocompatible</td>
<td>Degradation rate, Poor cell adhesion</td>
</tr>
<tr>
<td>Chitosan</td>
<td>Bone, cartilage, skin</td>
<td>Biocompatible</td>
<td>Mechanical properties, Poor solubility</td>
</tr>
<tr>
<td>Collagen</td>
<td>Bone, cartilage, nerve, soft tissue</td>
<td>Biocompatible</td>
<td>Mechanical properties</td>
</tr>
<tr>
<td>Fibrin</td>
<td>Cardiovascular, cartilage, nerve</td>
<td>Biocompatible</td>
<td>Mechanical properties</td>
</tr>
<tr>
<td>Gelatin</td>
<td>Cardiovascular, soft tissue</td>
<td>Biocompatible</td>
<td>Mechanical properties</td>
</tr>
<tr>
<td>Hyaluronic acid</td>
<td>Cartilage, nerve, skin</td>
<td>Biodegradable</td>
<td>Stability in vivo</td>
</tr>
<tr>
<td>(HA)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Silk</td>
<td>Bone, cartilage, cardiovascular, soft tissue</td>
<td>Biodegradable</td>
<td>Pretreatment required</td>
</tr>
<tr>
<td>Synthetic polymers</td>
<td>PGA, PL, PLGA, PLGA</td>
<td>Biocompatible</td>
<td>Acidic by-products tailored degradation</td>
</tr>
<tr>
<td>PCL</td>
<td>Bone, skin</td>
<td>Biodegradable</td>
<td>Acidic by-products</td>
</tr>
<tr>
<td>PEG or PEO</td>
<td>Bone, nerve, cardiovascular</td>
<td>Biocompatible</td>
<td>Mechanical properties</td>
</tr>
<tr>
<td>PET</td>
<td>Cardiovascular</td>
<td>Low immunogenicity</td>
<td>Inflammation, limited durability</td>
</tr>
<tr>
<td>OPF</td>
<td>Cartilage</td>
<td>Biocompatible</td>
<td>Mechanical properties</td>
</tr>
<tr>
<td>Inorganic polymers</td>
<td>TCP</td>
<td>Mechanical properties</td>
<td>Biodegradable</td>
</tr>
<tr>
<td>Hydroxyapatite</td>
<td>Bone</td>
<td>Mechanical properties</td>
<td>Not biodegradable, Fragility, Contour limitations</td>
</tr>
<tr>
<td>(HA)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*PGA* poly(glycolic acid), *PLA* poly(lactic acid), *PLGA* poly(lactide-co-glycolide), *PCL* poly(e-caprolactone), *PEG* poly(ethylene glycol), *PEO* poly(ethylene oxide), *PET* poly(ethylene terephthalate), *OPF* oligo(poly(ethylene glycol) fumarate), *TCP* tricalciumphosphate
interactions and subsequent cell density. The role of mechanical properties in stem cell differentiation has been examined more thoroughly in recent years with the discovery that stem cell fate can be guided by varying the mechanical stiffness of substrates [7]. In vitro, paracrine or growth factors can be added exogenously to cell media to promote differentiated function. However, this is nonoptimal for in vivo systems and in physiological systems, since the interactions of drugs with the native ECM may alter drug presentation, release, and activity. Additionally, many systems may require multiple drugs to induce cell proliferation, differentiation, and stabilization of tissue engineered constructs. Control of drug uniformity, release, timing, and stability is desirable to ensure differentiation and desired cell function. Thus, a system that combines drug delivery schemes with biomaterial design could improve the efficacy of tissue engineered systems.

Drug delivery systems can be designed with various release profiles to match the desired timing. Common release profiles for tissue engineering include zero order, delayed, sustained, and diffusional (Fig. 17.1). An initial burst is typically present

Fig. 17.1 Graph depicting generalized release curves for different release profiles utilized in tissue engineering. Both zero order and sustained release profiles incorporate a burst release occurring over 1 day. The delayed release profile limits the burst effect.
in both the sustained and zero order release profiles, while a delayed profile has limited burst effect. Multimodal release of multiple drugs can be accomplished by designing systems with multiple release profiles, allowing for tight, temporal control of drug presentation. Release profiles are primarily controlled by the drug loading mechanism. Drugs loaded via physical incorporation or electrostatic interactions typically follow a diffusional release profile, where the apparent diffusion constant depends on the association and dissociation constants between the biomaterial and the drug. Covalent conjugation can lead to multiple release profiles dependent on the biodegradability of the linker. Biodegradable linkers are typically associated with zero order or delayed release profiles, while nondegradable linkers are more common with sustained release profiles. Burst effects can be minimized by removing or limiting unassociated drug.

Growth factors and cytokines are the primary drugs utilized in tissue engineering, and this chapter focuses on their delivery. While controlled delivery of growth factors to cells has been shown to be beneficial in regeneration, the extent of cell activity is limited by availability and short bioactivity half lives (typically on the order of hours). Gene delivery provides an alternative means to induce cells to overexpress their own proteins for tissue renewal [8, 9]. The DNA corresponding to the growth factors of interest can be transformed into the cell genome by either viral [10, 11] or nonviral means [12].

The use of viral vectors for gene transfer is an effective and efficient approach, infecting both dividing and nondividing cells, but immunogenicity is associated with the technique [12]. Viral transfer is often performed with adenoviral vectors, which has a high level of protein expression and can be used to introduce inserts of up to 8 kb [13]. These viruses can be used for the transformation of nondividing cells as well as dividing cells. Simply, the genes coding for the growth factor of interest are transformed into a plasmid, incorporated into adenoviral DNA by homologous recombination, after which the adenoviruses are incorporated into a scaffold where they can target the cells of interest. Additionally, cell markers such as green fluorescent protein (GFP) can be delivered, which when transcribed by the host cell replication machinery will fluoresce green. Immunogenicity can be circumvented by nonviral gene transfer techniques. Nonviral techniques use electroporation, direct injection, or lipid mediated transfection to introduce the genes corresponding to growth factors directly into the cells [12]. At a certain frequency, which varies depending on the cell type [14], a vector containing the growth factor DNA gets incorporated into the target cell genome. Both viral and nonviral vectors can be incorporated into a scaffold, allowing for either sustained or timed plasmid presentation.

17.2 Cartilage and Bone

17.2.1 Introduction

As with numerous tissues, the efficiency of self-repair for bone and cartilage is dependent on the type and extent of injury sustained. The potential for repair is limited by the cell’s inherent repair potential and an injury microenvironment that
prevents regeneration. The osteoblasts of bone [15] and the chondrocytes of cartilage [16] generally secrete limited amounts of ECM proteins and only remodel their environment to maintain general stability. As a result, the cells alone are not enough to fill the void that is left by the trauma of injury.

Generally, grafts must not only mimic the structural and mechanical requirements of the tissue they are replacing, but they should also promote cell attachment, migration, proliferation, and differentiation [17, 18]. This guidance can be accomplished by a combination of mechanical cues provided by the material as well as chemical cues. The latter are of particular interest because cytokines and growth factors play a significant role in tissue regeneration. The precise combinations and concentrations of these biochemical cues that produce structurally viable autologous tissue are under current investigation [17]. This section focuses on drug delivery strategies for bone and cartilage regeneration.

17.2.2 Biological Properties of Bone and Cartilage

17.2.2.1 Bone

Bone provides many important biological functions not only for structural support but also for tendon, ligament, and muscle attachment [19]. Bone is made up of primarily an inorganic calcium phosphate matrix with embedded macromolecular fibers. ECM proteins deposited by osteoblasts, one of the primary cell types of bone, in combination with glycosaminoglycans such as hyaluronic acid (HA) and chondroitin sulfate collectively contribute to bone’s strength and integrity [20, 21]. These osteoblasts, along with osteocytes (mature osteoblasts), osteoclasts (matrix degrading cells), and progenitor cells, become embedded among the fibrous tissues containing collagen types X and I, which make up the bulk of ECM proteins and provide the mechanical integrity required for proper function following mineralization [21]. Bone is a dynamic tissue and is constantly being remodeled by the coordination of both matrix synthesis and degradation. Bone morphogenic proteins (BMPs) and other signals are critical for coordinating these processes. This coordination is performed by numerous signals, the most important of which include BMPs. The combination of these events promotes bone regeneration following injury.

The ability to regenerate bone postinjury depends on the size of the defect. If the defect is small enough, osteoblasts can secrete enough ECM to regenerate any bony tissue that had been damaged [15, 22]. Typically, the cytokines that trigger wound healing responses are sufficient to regenerate the bony tissue of small defects [23, 24]. However, as defects become larger, the likelihood that osteoblasts will be able to synthesize enough collagen to fill in the void left by injury diminishes. For these reasons, injuries following trauma or disease require surgical intervention.
17.2.2 Cartilage

Cartilage plays an important role in vivo by providing a frictionless, smooth surface to mediate load transfer for the subchondral bone [25]. The primary cells of cartilage, chondrocytes, are responsible for maintaining the ECM, which consists of collagen type II, glycosaminoglycans (GAGs), and proteoglycans (PG). The actual cell concentration within the mature tissue is low; 2% of the total volume of cartilage is composed of cells [26]. The low concentration of cells, as well as their low mitotic activity, limits the extent of cartilage tissue regeneration following injury. In addition to injury, osteoarthritis is one disease that can lead to cartilage loss [27, 28].

Tissue engineering strategies for repair have mostly focused on articular cartilage. Articular cartilage, which lubricates the tibia and femur in the knee joint, is particularly susceptible to tears. Since the most effective treatment methods to replace cartilage use autologous grafts [29], cartilage plugs from a non-load bearing region are removed and transferred to the injured area [30]. However, autologous grafts often exhibit donor site morbidity that can interfere with overall patient recovery. Another common repair strategy includes microfracture, where small fractures are created in the injured cartilage to expose the vasculature underneath the subchondral bone [25]. The presence of blood within the area of injury provides the source of cells and cytokines required to facilitate repair.

For both bone and cartilage, current methods of surgical intervention are very expensive. In 2005, it was reported that at least $3.6 billion was spent on bone repair alone [31]. Further, over 46 million people in the USA suffer from osteoarthritis, and this number is projected to increase in the future [32]. Consequently, tissue engineering has a potential niche in the discovery of new and improved ways to treat bone and cartilage injuries. The ability to generate a construct ex vivo that could fully regenerate damaged bone and cartilage is becoming a larger focus of the biotechnology industry around the world.

17.2.3 Biomaterials for Bone and Cartilage Tissue Engineering

17.2.3.1 Bone

Natural Polymers

Natural polymers, such as collagen and HA, are often used in tissue engineering strategies for their optimal properties. Both collagen type I [33, 34] and HA [35, 36] have been utilized in sponge form as a scaffold to support tissue remodeling in vivo. However, a disadvantage of fabricating sponges of collagen or HA alone is that these constructs have poor mechanical strength. To address this, hydroxyapatite [34] or poly(glycolic acid) (PGA) crystals [37] can be incorporated into scaffolds to
increase their strength. Cells seeded on these composite materials have higher DNA content, ECM deposition, and gene expression profiles, which have all been implicated in bone maturation.

**Synthetic Polymers**

One of the main advantages of using synthetic biomaterials in tissue engineering is that the mechanical and resorption properties can be altered more easily than natural polymers. Altering the concentration of poly(lactic acid) (PLA) or PGA in poly(lactide-co-glycolide) (PLGA) can alter its rate of resorption in vivo while providing improved strength over natural polymers [38]. However, despite the improved mechanical properties and strength compared to natural polymers, their integrity is still inadequate for full bone recovery. Another disadvantage of PLGA is the potentially acidic by-products that are released during resorption [19].

Alloplastics are synthetic polymers derived from poly(methylmethacrylate) (PMMA) with higher mechanical stability compared to other synthetic polymers [39]. Hard Tissue Replacement (HTR®) is a type of alloplastic that has been developed specifically for bone reconstruction. This FDA approved device has spherical pores that promote bone formation and can also be loaded with proteins to further cell proliferation and bone regeneration [39].

Calcium phosphate cements (CPCs) are also frequently used in bone tissue engineering because of their mechanical integrity and natural porosity [40–42]. Calcium phosphates occur naturally in vivo and are relatively easy to synthesize in a laboratory [38]. They are also versatile and harden in vivo to form hydroxyapatite [38, 41]. Ultimately, protein modification can improve the load bearing potential, biocompatibility, and mechanical integrity of these biomaterials [41, 42].

### 17.2.3.2 Cartilage

**Natural Polymers**

A popular biomaterial for cartilage tissue engineering is collagen, and both collagen types I and II have been investigated for cartilage regeneration [43]. While collagen type II is predominant in cartilage [15], collagen type I scaffolds (as well as hybrid scaffolds) are often chosen for tissue engineering applications because of their greater availability [27, 44, 45]. As cells attach and proliferate on these porous scaffolds, the type I collagen will eventually be replaced by the type II collagen secreted by chondrocytes. As for bone regeneration, there are some concerns about the mechanical stability of 3D collagen scaffolds without further modification by other proteins.

Fibrin gels are particularly useful in tissue engineering because of their biocompatibility and controllable resorption rates. Fibrin gels are formed by thrombin-mediated crosslinking of fibrinogen, which forms a network into which cells and
other proteins can be embedded [27, 46]. Fibrin is typically prepared in hydrogel form so that cells are completely encapsulated by the matrix. These gels support chondrocyte outgrowth and ECM deposition and have been shown to promote cartilage regeneration [47]. Fibrin gel mechanical properties, resorption rates in vitro and in vivo, and contraction can be modified by crosslinking other polymers such as poly(ethylene glycol) (PEG) [47, 48].

Silk is another natural polymer with potential in cartilage tissue engineering. Silk fibroin is generated by insects and spiders and has historically been used for surgical sutures [38]. This polymer also benefits from its mechanical robustness and degradability both in vitro and in vivo. However, silk fibroin alone is not biocompatible and needs to be washed and undergo protein modification prior to its use. Modification by RGD (Arginine–Glycine–Aspartic Acid) [49–51], or plasma treatment [52], has been used to improve biocompatibility and cell attachment. Studies have demonstrated that cells cultured on porous silk scaffolds had increased GAG and collagen type II production compared to controls [50, 51].

Alginate and agarose are other materials that can promote cartilage regeneration. Cells can be encapsulated in alginate, which is a biomaterial derived from algae that mimics ECM, ultimately supporting cell function [53, 54]. Encapsulation of chondrocytes or chondrocyte precursors provides the cells with a suitable ECM while minimizing potential mass transfer limitations [54]. Agarose has also been used in hydrogel form to entrap cells and promote chondrogenesis of precursor cells [55, 56]. These agarose hydrogels can be combined with a more structurally sound scaffold to further enhance the potential of regenerating a cartilage-like product in vitro and in vivo.

Synthetic Polymers

Synthetic polymers used as scaffolds in cartilage tissue engineering can withstand significant amounts of stress present in load bearing areas of articular cartilage. Often, natural polymers are most effective for cell encapsulation. However, an additional material is required to provide the mechanical integrity to support knee function. Synthetic materials are also much more reproducible compared to natural polymers, offering more controlled properties including degradation rate and microstructure [15].

Porous, sponge-like scaffolds are the most effective options for development of functional cartilage tissue. The porosity allows for cell migration and uniform cell distribution within the graft. The design also provides a template for cartilage formation, while maintaining mechanical integrity. PLGA has been demonstrated to be more labile than PLA or PGA alone [29]. Many studies have focused on the combination of polymers such as PLGA or PLLA with hydrogels containing the cells [57–59]. These hybrid scaffolds significantly improve collagen deposition, protein production, and gene expression compared to controls.

While the ability to tailor properties of PLGA is advantageous, some reports have suggested that there are still mechanical limitations in the development of a
porous scaffold [60]. Poly(ε-caprolactone) (PCL) is another popular synthetic, degradable polymer that overcomes these issues [43, 61]. This material satisfies many requirements necessary for a graft: it is malleable, facilitates chondrogenesis, and has a high initial stiffness while still being resorbable over time [61]. Like PLGA, this material might be best utilized in combination with an ECM based hydrogel that promotes cell proliferation and differentiation, with minimal mass transfer limitations.

17.2.4 Drug Delivery Strategies

Mechanical stimulation of cells by the presence of a scaffold is not enough to effectively drive bone or cartilage regeneration. In vivo, cells are exposed to multiple protein signals that direct cell fate. These signals induce a cascade of signaling events, which ultimately lead to transcription of genes and synthesis of specific cytokines or proteins. These cytokines are particularly important during development and wound healing events. They can increase the activity of an already differentiated cell (such as increasing ECM production), or they can guide the differentiation of a progenitor cell or stem cell. The use of growth factors in combination with biomaterials can lead to the development of a more functional tissue.

However, one particular issue that still demands attention is control of cell response. Simple injection or soluble delivery of a growth factor can affect the fate of the target cells, as well as the cells around them. This could lead to undesirable side effects. Drug delivery strategies attempt to address this problem by providing controlled release of a growth factor to a defined area [17]. This can be accomplished by simple adsorption of proteins to the scaffold, or by encapsulation so that cells are continuously being exposed to specific concentrations of growth factors. This section describes some of the strategies, growth factors, and material combinations that are potentially effective for bone and cartilage tissue engineering.

17.2.4.1 Drug Delivery in Bone Tissue Engineering

BMP-2 and BMP-7

BMPs occur in many different isotypes and have important roles in the development of bone as well as cartilage. BMP-2 and BMP-7 specifically have been shown to have the potential to induce osteogenic differentiation of stem cells. Some studies have suggested that BMP-2 may be specifically osteogenic, while BMP-7 induces a chondrogenic phenotype in stem cells under appropriate conditions [62, 63].

Effective delivery of BMPs to a site of injury requires a material that is osteoconductive, osteoinductive, and osteogenic [64]. Materials that have been
tested for BMP-2 and BMP-7 delivery include chitosan microspheres [63, 65], gelatin [66], collagen [65, 67], PLGA [68], and inorganic materials such as hydroxyapatite [69] and CPC [67]. For most of these applications, the polymers are formed into sponges individually or in composite form, and a hydrogel is prepared as a carrier for BMP. Composite materials are beneficial in that they allow a more sustained growth factor release [65]. Studies have demonstrated that controlled delivery of BMPs by these systems could enhance osteogenesis in vivo [65] and in vitro [69].

IGF-1

Insulin-like growth factor-1 (IGF-1) is a regulator of bone formation and is involved in cell differentiation into osteoblasts [24]. Jayasuriya’s group [24] examined the release kinetics of IGF-1 from a bone-like mineral layer (BLM), which was coated on a PLGA scaffold. The group found there was a burst release of IGF-1 over the first 3 days, followed by a sustained release over the remaining 30 days. Over the duration of the release, IGF-1 remained active and the bone marrow stem cells (BMSC) exposed to the IGF-1 became osteogenic.

VEGF

Vascular endothelial growth factor (VEGF) is a cytokine that is important in the development of vasculature and wound healing. Since revascularization is an important part of wound healing, controlled delivery of VEGF to a bone defect might accelerate reformation. Composite alginate–chitosan microspheres have been created by emulsification and gelation methods [70], and loaded with various concentrations of VEGF. Results demonstrated that a burst release of 13% occurred within the first 24 h, followed by a zero-order release over 5 weeks. The growth factor remained localized within the site of delivery, and VEGF remained bioactive over this time period.

PDGF-BB

Another neovascularization-promoting growth factor, the BB isoform of platelet-derived growth factor (PDGF-BB), showed similar results when embedded in a natural polymer called carrageenan [71]. Following an initial burst release around 3 days, PDGF-BB was released with a zero order profile. These studies indicate that the delivery of a combination of proangiogenic and osteogenic growth factors by controlled release holds promise in bone regeneration.
17.2.4.2 Drug Delivery in Cartilage Tissue Engineering

Cartilage repair is challenging because of its zonal composition. Cartilage is composed of multiple zones (Fig. 17.2), each with different structural properties. Repair of larger defects in the articular cartilage would need to address the biological properties of each zone to achieve full functional recovery [27]. For this reason, controlled release of growth factors to the area of injury could achieve higher levels of repair.
TGF-β1 and TGF-β3

Transforming growth factor-β1 (TGF-β1) has been well established to be a growth factor necessary for progenitor cell differentiation into cartilage tissue. Supplementation of this growth factor in MSC culture medium increases collagen type II synthesis and ECM production by chondrocytes [27]. Consequently, TGF-β1 has been used for controlled release applications in cartilage regeneration. Materials that have been tested include PLGA–PEG composites [73], PCL [74], gelatin [75], chitosan [76, 77], and polyesters [78].

A typical controlled release construct used in cartilage tissue engineering is a combination of TGF-β1 containing microspheres with a sponge-like scaffold developed by drying the gel under a vacuum. The scaffold can be used not only as a structural support but also to physically entrap TGF-β1 within the pores [78]. Subsequently, TGF-β1 is only released as the scaffold itself resorbs. Thus, release rate is sustained and dependent on scaffold resorption. In studies that used this controlled release method, chondrogenesis was significantly improved as made evident by increased collagen type II levels and decreased DNA synthesis [74, 78].

Alternatively, TGF-β1 has been encapsulated in microspheres and has been incorporated into a sponge-like scaffold. The rate of release varies depending on the materials used to create the composite scaffolds. In PLGA/PEG constructs, a burst release of TGF-β1 was observed as high as 70% in 1 day [73], while there was only 45% release of TGF-β1 from chitosan–collagen–GAG composite scaffolds in the first 7 days [76]. Overall, the release of TGF-β1 has been shown to enhance chondrogenesis.

While TGF-β3 is another potent prochondrogenic growth factor, limited research has been performed to characterize its potential compared to TGF-β1. TGF-β3 is commonly used as a supplement for differentiation of stem cells into chondrocytes during pellet culture [26, 79]. Studies have shown that TGF-β3 stimulates GAG and ECM synthesis when supplemented temporally for up to 3 weeks when released from gelatin microspheres [26]. After 3 weeks, the stimulatory effect of this growth factor appears to diminish [80].

IGF-1 and TGF-β1 Codelivery

TGF-β1 alone may be insufficient to guide differentiation toward chondrogenic phenotypes. It was hypothesized that both IGF-1 and TGFβ1 would be required to definitively guide stem cell differentiation. In this study, soluble TGF-β1 was provided to the culture medium of stem cells seeded into an IGF-1 loaded silk scaffold [51]. Researchers observed that scaffolds further supplemented with TGF-β1 did not significantly increase collagen production or gene expression of chondrogenic markers compared to IGF-1 alone [51].
FGF

Fibroblast growth factor-2 (FGF-2) has also demonstrated the potential to promote chondrogenesis in vitro [81]. FGF-2 release for articular cartilage regeneration has not been investigated; however, studies have observed benefits to tracheal cartilage regeneration [82]. When physically entrapped in a gelatin sponge, the sustained release of FGF-2 would significantly increase tracheal cartilage over time. Further studies would need to be carried out to demonstrate that these results translate into articular cartilage repair.

### 17.2.5 Future Directions

#### 17.2.5.1 Dual Growth Factor Delivery

In vivo, growth factors can work in concert, stimulating biological processes that are required for uniform tissue development. As described above, most groups have been studying the most effective ways to deliver single growth factors, either with microparticles or localized delivery by adsorption into a porous scaffold. The next generation of controlled release technology is the delivery of multiple growth factors or combinations of signals to an injured area.

Current research for bone tissue engineering is focused on the potential of IGF-1 and BMP delivery to cells. Research suggests that delivery of growth factors would have an additive effect on bone regeneration [83]. In a periodontal bone regeneration study, both IGF-1 and BMP-2 were individually encapsulated into microspheres and these microspheres were loaded into porous gelatin scaffolds for delivery to defects [83]. Results suggest that repair could be improved by the controlled release of both growth factors versus delivery of the proteins individually.

As mentioned previously, MSC differentiation has been guided by loading a growth factor into a scaffold (IGF-1) while simultaneously providing a soluble growth factor (TGF-β1). These experiments were taken an extra step forward by developing a controlled release system for both growth factors together [75, 84]. The combined delivery of IGF-1 and TGF-β1 lead to increased GAG and collagen type II synthesis by chondrocytes compared to each growth factor individually [85]. Consequently, the development of more sophisticated release systems may increase the functional outcome of tissue engineered products.
17.3 Neural Tissue Engineering

17.3.1 Introduction

17.3.1.1 Physiology of the Nervous System

The nervous system is derived from the dorsal portion of the embryonic ectoderm and classified into the central nervous system (CNS) and the peripheral nervous system (PNS). The CNS includes the brain and spinal cord, while the PNS connects the CNS to other parts of the body. Neural tissue is made up of neurons and associate glial cells. Neurons are the basic structural and functional elements of the nervous system. Neurons consists of a cell body, branch-like extensions off the cell body called dendrites, and at least one longer extension off the cell body called an axon. The dendrites conduct signals from their tips toward the neuron cell body. The axon carries messages away from the cell body toward the terminal end of the axon, where it communicates with other cells. Glial cells are support cells and they maintain the extracellular environment to best suit and nourish neighboring neurons. The CNS and PNS have two distinct types of glial cells. In the PNS, the glial cells are Schwann cells, which produce myelin to facilitate more effective transportation of neurotransmitters. In the CNS, the glial cells are oligodendrocytes and astrocytes, which both play key roles in CNS support and metabolism. However, unlike Schwann cells, oligodendrocytes and astrocytes inhibit axon regeneration. Therefore, the CNS has limited ability to regenerate, in contrast to the PNS.

17.3.2 Nerve Injury and Regeneration

Nerves are bundles of axons from different neurons that carry signals in the same direction. Nerves can be damaged either through trauma or disease. The most dramatic and serious nerve damage occurs to the spinal cord. Damage to the lower spinal column may lead to paralysis of the lower extremities, and damage to the upper spinal column may lead to paralysis of all four extremities. The incidence of spinal cord injury in the USA is 11,000 per year, and the prevalence is 250,000–400,000 [86]. The cost to support a patient with a spinal cord injury through his or her lifetime is estimated to lie between $400,000 and $2.1 million, depending on the severity of injury [87]. The injured spinal cord produces a complex inhibitory environment that suppresses nerve regeneration. After injury, a fluid filled cavity forms at the site of injury and becomes surrounded by a dense glial scar. Glial scarring and inhibitory molecules prevent neurons from infiltrating the injury site, resulting in a loss of axonal connection and motor function.
The clinical approach to nerve repair has been to suture together the fascicles of nerves from either side of an injury to bridge the gap [88]. Suturing fascicles together provides a connective tissue conduit for the outgrowth of new axons and helps guide them to their original targets. Currently, this strategy is most successful with PNS nerves. However, even in the best clinical results, only a fraction of the axons in an injured nerve reintegrate to their target. In the CNS, axonal injury carries much poorer prognosis and there have been no substantial clinical successes in regenerating axons in the CNS after traumatic injury. Further, for larger gaps, autologous grafts are inserted between the nerves with limited recovery. The emerging field of neural tissue engineering has provided alternative strategies for restoring nerve function after injury [89–91]. Researchers have designed implantable scaffolds to bridge nerve tissue, creating physical and chemical guides to stimulate axonal regeneration. Compared with autologous grafts, where appropriate donor material may be difficult to obtain, these artificial scaffolds offer a number of important advantages. They can be constructed with desired mechanical and chemical properties to control drug delivery (Fig. 17.3).
17.3.3.1 Natural Materials

Agarose, collagen, fibrin, and hyaluronic acid (HA) are selected examples of natural materials that have been highly investigated in neural tissue engineering. Agarose hydrogels can be used to stimulate and maintain three dimensional neurite extension from primary sensory ganglia in vitro. Previous work has identified the optimal concentration (1 w/v%) of agarose for neural tissue applications [93, 94]. Collagen is the major protein component of the ECM and has been extensively characterized as a potential scaffold for neural tissue engineering [95, 96]. The softness and large compliance of the fibrin gel appear to be essential for its efficiency as a matrix for cells, such as neurons, that normally reside in very soft tissues such as brain [97–99]. HA is a high molecular weight GAG found naturally in the brain ECM, which make it an attractive choice for neural tissue engineering [100].

17.3.3.2 Synthetic Materials

Synthetic materials have also been widely used for neural tissue engineering. Synthetic materials can be tailored to produce a wide range of mechanical properties and degradation rates. They also have known compositions and can be designed to minimize the immune response. Currently, poly(ethylene oxide) (PEO or PEG), poly(ethylene-co-vinyl acetate) (EVAc), poly(glycolic acid) (PGA), poly(lactic acid) (PLA), and polypyrroles (Ppys) are commonly used [101–104].

17.3.4 Drug Delivery in Neural Tissue Engineering

Numerous drug delivery strategies have been explored in an attempt to enhance nerve regeneration. A large portion of research has focused on exogenously administering therapeutic drugs, which include neurotrophins, anti-inflammation drugs, and other growth factors (Table 17.2).

Many methods have been developed in the production of sustained drug release systems from scaffolds for neural tissue engineering. One of the most common methods is to utilize the physical properties of the scaffold materials to regulate the amount of drug delivery. Therapeutic drugs are incorporated into scaffolds during fabrication by mixing with the scaffold precursors. In such systems, drug release is regulated by the diffusion constant. The pore size, crosslink density, and the degradation rate of the scaffold affect the release kinetics. For treatment of peripheral nerve injury, these drug delivery scaffolds are usually fabricated into nerve guidance conduits (NGCs) (Fig. 17.3). A variety of growth factors including nerve growth factor (NGF), neurotrophin-3 (NT-3), brain-derived growth factor (BDGF), and glial cell-derived neurotrophic factor (GDNF) have been tested for release from the NGCs [105, 106]. Drug delivery from these NGCs was
characterized by an initial burst followed by sustained release for up to 30 days. Collagen scaffolds were tested to deliver NT-3 to the site of spinal cord injury in animal models and showed improved functional recovery compared to the animals that only received the collagen scaffold without growth factor [107]. Bellamkonda’s group has demonstrated that BDGF released from agarose scaffolds can improve axon infiltration into the scaffold and decrease the immune response caused by spinal cord injury [108].

Affinity based drug delivery scaffolds have also been developed for neural tissue engineering. Many drugs will bind noncovalently to heparin, which can be incorporated into a scaffold and released with a sustained profile as the drug disassociates from the heparin molecule. Recently, heparin binding systems have been used in conjunction with fibrin scaffolds to treat nervous system injury. This system consists of four components: a scaffold (e.g. fibrin), a bidomain peptide, heparin, and a growth factor. The peptide consists of a factor XIIIa substrate, which allows the covalent incorporation into fibrin scaffolds, and a heparin binding domain derived from antithrombin III. This peptide binds to heparin, sequestering it inside of the scaffold. The heparin, in turn, can bind the desired growth factor. It has been reported that fibrin scaffolds containing a heparin binding system and NT-3 promoted neuronal fiber sprouting when compared to animals treated with fibrin without the delivery system [109].

Another approach that has been used for drug delivery involves the covalent conjugation of drugs into scaffolds. One way of covalently tethering proteins to the scaffold is using photochemistry. Researchers have bound NGF to polydimethylsiloxane using this method [110]. Many types of amine and carboxyl attachment chemistries have been developed to immobilize drugs to scaffolds. An important consideration of this approach is to ensure that the covalent binding process does not affect the bioactivity of the drugs.

<table>
<thead>
<tr>
<th>Type</th>
<th>Drug</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neurotrophins</td>
<td>NGF</td>
<td>Enhance survival of neurons</td>
</tr>
<tr>
<td></td>
<td>NT-3</td>
<td>Neurogenesis</td>
</tr>
<tr>
<td></td>
<td>NT-4/5</td>
<td>Maintenance of nervous system</td>
</tr>
<tr>
<td></td>
<td>BDNF</td>
<td>Direct neural development</td>
</tr>
<tr>
<td>Other growth factors</td>
<td>GDNF</td>
<td>Neuroprotective</td>
</tr>
<tr>
<td></td>
<td>CNTF</td>
<td>Trophic factor for dopaminergic neurons</td>
</tr>
<tr>
<td></td>
<td>TGF-β1</td>
<td>Enhance motor neuron survival and outgrowth</td>
</tr>
<tr>
<td></td>
<td>bFGF</td>
<td>Reduce astrocyte proliferation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Induce angiogenesis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Promote cell proliferation</td>
</tr>
<tr>
<td>Anti-inflammation drugs</td>
<td>Dexamethasone</td>
<td>Reduce inflammation and immune response</td>
</tr>
<tr>
<td></td>
<td>α-MSH</td>
<td>Inhibit production of inflammatory cytokines</td>
</tr>
</tbody>
</table>

NGF nerve growth factor, NT-3 neurotrophin-3, NT-4/5 neurotrophin-4/5, BDNF brain derived neurotropic factor, GDNF glial derived neurotrophic factor, CNTF ciliary neurotrophic factor, TGF-β1 transforming growth factor-β1, bFGF basic fibroblast growth factor, α-MSH α-melanocyte stimulating hormone
17.3.5 Conclusions and Future Directions

Neural tissue engineering provides a potential treatment for nervous system injuries. Many different scaffold materials, drugs, and methods of controlled release have been developed. Recent studies indicate that the locations where the neural precursor cells reside (known as NSC niche) regulate stem cell behavior and tightly control their potential to proliferate, differentiate, and survive as newly formed neurons. The cues encountered within these sites consist a broad range of signaling mechanisms. A number of signaling pathways, such as Wnt and sonic hedgehog homolog (Shh), are conserved and function prominently in both the developing nervous system and the germinal zones of the adult brain, supporting the neurogenic niche.

In addition, the vasculature has been identified within the adult NSC niche as a prominent feature, which suggests that it plays an important role in niche regulation and maintenance. The vascular derived molecules shown to locally regulate the adult NSC niche include leukemia inhibitory factor (LIF), BDGF, VEGF, PDGF-BB, pigment epithelium-derived factor (PEDF), and laminins. Endothelial cells have also been reported to exert their influence over NSCs to regulate fate specification by either secreted factors and cytokines or direct contact.

In the future, a solid understanding of the cellular mechanisms underlying neuronal regeneration, and the important role of the vasculature, will enable the development of more appropriate scaffolds for neural tissue engineering. Multiple growth factors may be required to cause a synergistic effect on neuronal regeneration.

17.4 Cardiovascular Tissue Engineering

17.4.1 Introduction

The cardiovascular system includes the heart and associated arteriole and venous circulation. The contractile myocardium is composed of a dense, layered tissue containing cardiomyocytes, cardiac fibroblasts, and associated vasculature. Repair in the cardiac environment is limited due to the low regenerative capacity of cardiomyocytes. Blood vessels provide oxygenated blood to the heart in addition to the rest of the body tissues. Muscular vessels comprise varying thicknesses of three important structural layers: the intima is the innermost layer of the endothelium that mediates the interaction with blood, the media is the middle layer containing contractile smooth muscle cell, and the outer adventitia is primarily composed of fibroblasts in a connective matrix.

Cardiovascular disease (CVD) involves the heart or blood vessels and is the leading cause of death in the developed world. Uncontrolled CVD leads to myocardial infarction (MI) and stroke with resulting tissue ischemia and loss of
The most common surgical treatment for MI remains autologous cardiac bypass grafting using saphenous veins or mammary arteries. Unfortunately, many patients with CVD do not have a viable source for grafting due to vessel damage. Further, synthetic grafts are not suitable for small diameter vessel reconstruction due to the high incidence of thrombosis in these conduits. Current strategies for cardiovascular tissue engineering include the development of tissue engineered vascular grafts for blood vessel replacement, targeted drug delivery of angiogenic factors toward ischemic tissue, and delivery of fully differentiated or progenitor cells to replace or repair vascular structures.

17.4.2 Challenges and Strategies for Cardiovascular Tissue Engineering

17.4.2.1 Tissue-Engineered Vascular Grafts

Tissue engineering strategies have been applied to the creation of vascular grafts. The current paradigm employs seeding cells onto an engineered scaffold and culturing the construct in the presence of soluble paracrine factors with or without mechanical conditioning. Critical to the replacement of the coronary artery is the replacement of the medial layer of contractile smooth muscle as well as the nonthrombogenic luminal layer. Medial equivalents aim to recapitulate the medial layer of the arterial wall thus providing mechanical strength sufficient for bypass grafting. Typically, cells are seeded onto a construct with or without exogenous or loaded growth factors and cultured in vitro over weeks to months. Medial equivalents can be cultured under pulsatile flow to mimic the natural loading of blood vessels, improving mechanical strength and aligning cells in the direction of flow [111]. Nevertheless, medial equivalents are limited by cell number and the long incubation time required in vitro.

Endothelium presents a nonthrombogenic surface, and providing an endothelial layer to the lumen of vascular grafts could improve patency of both synthetic and tissue engineered grafts. Clinical trials with Dacron grafts seeded with endothelial cells have described a 90.5% patency rate after 1 year following implantation [112]. Nevertheless, this method is limited by the number and proliferation capacity of endothelial cells (ECs). The use of endothelial progenitor cells (EPCs) or other stem cells may alleviate this issue, but requires a system to promote differentiation. Drugs to promote host endothelial migration and proliferation have been released from vascular implants but are limited by the number and proliferative capacity of available host endothelial cells. Pioneering work by Weinberg and Bell reported a vascular graft composed of layers of smooth muscle cells (SMCs) in a collagen gel and a Dacron mesh containing fibroblasts, followed by EC seeding [113]. While a graft could be formed, it had insufficient mechanical strength for vessel replacement. High strength, completely biological, blood vessel substitutes have been described. ECs and SMCs isolated from human umbilical veins and fibroblasts isolated from human dermis have been cultured over extended periods with measured burst strengths of 2,000 mmHg [114].
17.4.2.2 Revascularization

Revascularization of ischemic tissue has the potential to enhance healing if new vessel growth can be maintained. Therapeutic angiogenesis aims to revascularize ischemic tissue by controlling drug or growth factor delivery. There have been a number of clinical and preclinical trials utilizing growth factor delivery systems to individually enhance neovascularization in distinct applications [115–117]. However, they have been suboptimal in the clinical setting due, in part, to a lack of vessel stabilization. Specifically, delivered growth factors induce the formation of new vessels. However, without the necessary vessel stabilization cues, the newly formed vasculature regresses. In addition, growth factors have reduced stability in aqueous solutions, leading to limited functionality [118]. Controlled growth factor delivery would maintain bioactivity, allow for control of the release rate, and improve revascularization of the ischemic site. More biologically relevant strategies make use of multiple growth factors and combinations of cells and/or growth factors.

Cell based approaches to neovascularization in vivo have relied on the manipulation of fully differentiated cells, but sourcing and expanding differentiated cells for therapeutic use is problematic and has driven research into stem and progenitor cells. Vascular progenitor cells including EPCs have been isolated from peripheral blood and bone marrow [119]. EPCs have been shown to differentiate toward ECs in culture both with and without VEGF [119, 120]. Populations of smooth muscle progenitor cells (SPCs) have also been isolated from peripheral blood. SPCs grown in culture in the presence of PDGF-BB were positive for SMC markers, but also presented bone marrow angioblastic markers [121]. SMC phenotype has also been induced from bone marrow derived MSCs as a result of TGF-β1 exposure [122]. Drugs and cytokines associated with angiogenesis have demonstrated similar functionality in vascular development, and thus similar strategies are employed. Differentiation of stem and progenitor cells to ECs and SMCs has not only been demonstrated in culture in response to cytokines but also to varying extents in vivo. Furthermore, several progenitor cell types have been shown to improve perfusion and recovery in ischemic muscle models.

17.4.3 Biomaterials for Cardiovascular Tissue Engineering

17.4.3.1 Natural Scaffolds

The most commonly investigated natural materials in vascular tissue engineering include fibrin, collagen, gelatin, and alginate. Fibrin is the main constituent of blood clots and is formed by thrombin mediated and covalent crosslinking of fibrinogen monomers [46]. Fibrin contains cell attachment domains and is biodegradable by specific proteases including plasmin and matrix metalloproteinases. Concentrations of
fibrin(ogen) in the range of 1–10 mg/ml are suitable for vascular tissue engineering, but will degrade within 2 weeks in vivo. For vascular grafts constructed in vitro, SMCs or SPCs will compact the gel in the presence of ε-aminocaproic acid to enhance longevity and strength [123]. Further, the fibrin matrix can be replaced or supplemented with other ECM molecules such as collagen or laminin [124]. Additional methods include the incorporation of covalent crosslinks via a homobifunctional amine-reactive PEG molecule [48] or factor XIIIa. These modified gels have maintained angiogenic and vasculogenic properties both in vitro and in vivo [48].

A common method to release GFs from fibrin gels is entrapping the GF during the gelation process. The reaction conditions are gentle and can take advantage of fibrin and GF physical affinity [125–127], but release typically follows a profile indicating diffusion control. Some GFs such as bFGF and TGF-β1 have relatively high affinity for the fibrin matrix, and the release is sustained and correlated to gel degradation. Nevertheless, loading efficiency with this strategy is limited by GF–fibrin affinity and stability of the GF [128–131]. Other proteins or domains with physical affinity for GFs can be incorporated into fibrin gels to promote GF retention and release via matrix remodeling. Further, many GFs bind to heparin, which can be incorporated into fibrin gels via a heparin binding peptide. The GF release rate is controlled by varying the concentrations of heparin, GFs, and the heparin binding peptide [132, 133].

Collagen and its derivative gelatin are commonly used for tissue engineered vascular grafts because fibrils will align when processed under a mechanical constraint [134]. Conditioning of the collagen grafts with cyclic loading improves mechanical function and facilitates SMC viability [134]. However, ECM deposition and proliferation is still limited [123]. EPCs have been injected within a collagen gel in an in vivo, ischemic murine hindlimb model. EPC retention and host revascularization was improved compared to cells or gels alone [135].

17.4.3.2 Synthetic Scaffolds

Synthetic scaffolds are advantageous for tissue engineered constructs due to increased control of material properties, but the implant can thrombose or encapsulate limiting biocompatibility. Synthetic grafts are widely used for bypass grafting due to their high biocompatibility and strength; however, they can cause thrombosis with negative downstream consequences. This is particularly apparent as the inner diameter approaches 6 mm or less. Thus, tight control must be implemented to ensure nonthrombogenic surfaces and high biocompatibility.

Synthetic degradable polymers are popular for the formation of tissue engineered vascular grafts because the material will ultimately be remodeled. PLGA, PLA, or PGA are widely investigated because the degradation end products are nontoxic. In a seminal work, Niklason et al. seeded SMC onto a modified PGA surface shaped into a tubular construct and cultured the cells under pulsatile flow for 8 weeks. Following the 8 week in vitro culture, ECs were seeded onto the
luminal surface to create a fully functional vascular graft. These grafts were implanted into an in vivo miniature pig model and demonstrated high patency compared to grafts cultured in nonpulsatile conditions [111]. Niklason’s group has continued with these constructs by utilizing MSCs in lieu of differentiated SMCs. Differentiation of MSCs toward SMCs was signaled with the exogenous addition of TGF-β1 and PDGF-BB [136].

PEG hydrogels are widely used for tissue engineered vascular grafts because they are biocompatible and have controllable mechanical properties. Many PEG hydrogels are diacrylate derivatives of PEG that in the presence of UV and a photoinitiator will form a hydrogel. Thus, they have the potential to be formed in situ at the site of ischemia. Cell adhesion peptides can be incorporated within the hydrogels by conjugating an RGDS peptide to the matrix with a heterobifunctional acryloyl–PEG–NHS [137]. However, SMCs cultured in these scaffolds demonstrate decreased proliferation and matrix production [138]. Tethering GFs such as TGF-β1 using the same acryloyl–PEG–NHS chemistry increases matrix production and elastic modulus. It is hypothesized that local presentation of the GF maintains bioactivity and promotes localized effects [139]. This same chemistry could incorporate other GFs to promote EC proliferation or activity [140]. Further, the cell adhesive domain RGDS can be patterned within gels to promote EC tubulogenesis [141].

Therapeutic revascularization does not lend itself toward treatment using monolithic synthetic materials. While ischemic tissue experiences a reduction in cell number and function, there is no loss of volume, thereby limiting the use of prefabricated scaffolds. Microspheres are widely investigated since they are typically biodegradable and allow for host infiltration. VEGF has been incorporated into PLGA and PEG microspheres and maintained bioactivity when exposed to ECs in vitro [142]. Further, VEGF and PDGF-BB have been incorporated into a PLGA scaffold and microspheres, respectively, and released with varying profiles to promote activity and proliferation of ECs and SMCs. When implanted in an in vivo model, increased capillary and SMC density was demonstrated [143].

### 17.4.4 Delivery of Angiogenic Factors

As stated above, numerous factors have been discovered that demonstrate high potential for angiogenesis and vasculogenesis (Table 17.3). Many of these factors are pleiotropic and demonstrate numerous functionalities within angiogenesis. Nevertheless, clinical trials with direct injection showed limited efficacy due to low protein stability, nonlocalized delivery, and insufficient stability of formed capillaries [144]. Delivery from a graft or scaffold should stabilize bioactivity, provide a site for revascularization, and could provide stabilization signals for newly formed vessels.
17.4.4.1 VEGF

VEGF is a highly investigated angiogenic GF and acts specifically on ECs to induce migration, proliferation, and formation of blood vessels. At sites of ischemia, it promotes migration of EPCs to signal revascularization, as well as EPC differentiation. VEGF has been incorporated into fibrin [132, 133, 145], collagen [146], gelatin [147], PLGA [143], and PEG [140, 141] scaffolds. Further, VEGF has been encapsulated into PEG/PLGA [142] and alginate [148] microspheres. VEGF bioactivity is maintained in vitro [132, 133, 140–142, 145, 146, 148] and has demonstrated increased capillary density and revascularization in vivo [143].

17.4.4.2 bFGF

Another important GF for angiogenesis is basic FGF (bFGF or FGF-2), which recruits supporting pericytes and SMCs to EC sites and stimulates EC and SMC proliferation and migration [149]. Further, bFGF and VEGF can activate each other to promote an angiogenic phenotype of ECs in vitro and neovascularization in vivo [150, 151]. BFGF contains a heparin binding domain and has been incorporated into heparin loaded fibrin gels for sustained release [132]. BFGF loaded gelatin scaffolds [152] and alginate microspheres [153] have demonstrated improved revascularization when implanted in vivo.

17.4.4.3 TGF-β1

TGF-β1, when exposed to a coculture of ES cells and ECs, has stabilized capillary-like structures formed in vitro within Matrigel [154]. TGF-β1 is a pleiotropic growth
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<tr>
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<tr>
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<tr>
<td></td>
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</tr>
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<td></td>
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<td></td>
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<td>HGF</td>
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</table>
factor that has an indirect effect on the angiogenesis cascade by upregulating production of VEGF and bFGF from SMCs [155]. Additionally, it has been hypothesized that TGF-β1 may recruit inflammatory cells that release VEGF, bFGF, and PDGF-BB and thus further influence angiogenesis [156, 157]. Evidence has indicated that TGF-β1 may induce SMC phenotype from a population of MSCs [122, 158, 159]. TGF-β1 can be encapsulated into fibrin gels and associated with the matrix via physical affinity. Release rate is sustained and correlated to degradation rate, allowing control by altering the degradation rate [130, 131]. TGF-β1 has been incorporated into diacrylate-PEG gels via acrylate–PEG–NHS chemistry and exposed to encapsulated SMCs. SMCs demonstrated increase proliferation and activity due to the local presentation of TGF-β1 [139].

### 17.4.4.4 Other Growth Factors

Numerous other GFs and proteins have demonstrated angiogenic properties including angiopoietins, PDGF-BB, NGF, IGF-1, Shh, hepatocyte growth factor (HGF), and stromal derived growth factor-1α (SDF-1α). SDF-1α has been incorporated into fibrin gels PEGylated with a homobifunctional amine reactive PEG derivative. The homobifunctional PEG provides additional crosslinks increasing the longevity while providing domains for GF conjugation. SDF-1α had a zero order release over 6 days and recruited a greater number of stem cells to an acute MI site compared to controls [160]. HGF has been incorporated in a similar manner and implanted with MSCs into an acute MI model. MSC retention was greater compared to MSC injection alone, and improvement in heart function was demonstrated compared to controls (Fig. 17.4) [161].

### 17.4.5 Future Directions and Challenges

Much of the therapeutic vasculogenesis or angiogenesis field has focused on the delivery of single GFs to promote revascularization. Unfortunately, capillaries regress without additional GFs or stabilization signals reducing the efficacy of therapeutic angiogenesis schemes. Further, many tissue engineered constructs for vascular grafting would benefit from SMC infiltration and matrix deposition, which could stabilize the system. Multiple GFs could promote both EC and SMC infiltration, proliferation, differentiation, and function for revascularization. Dual GF systems have been formulated to sequentially release two GFs [131, 143] to match the timing cascade described in embryonic vasculogenesis [162, 163]. Nevertheless, research is still required to develop multiple GF release platforms to screen different GFs for their use in vasculogenesis.

As tissue engineered constructs become larger, diffusion limits the volumetric size of three dimensional scaffolds due to reduced nutrient and waste exchange. Currently, the limit for scaffold thickness is on the order of 100 μm and a
vascularized construct would be required for patency of larger tissues. GFs could be incorporated into scaffolds to either promote vascular cell differentiation or infiltration. Additionally, physical parameters could effect vascularization of the construct. Poly(ester ether) copolymers were constructed with varying pore sizes and examined for vascularization. Pore sizes above 250 μm promoted vascular ingrowth and function when evaluated in a dorsal skin fold mouse model [164]. However, the relative dependencies of GFs and physical parameters on vasculogenesis are still unknown.

![Fig. 17.4](image)

**Fig. 17.4** (a) Schematic demonstrating a combination strategy for the delivery of HGF and bone marrow mononuclear cells (BMNCs) using a PEGylated fibrin gel. Combination strategy was evaluated in a murine infarct model and compared against direct BMNC injection. The nuclei of transplanted BMNCs were stained blue by X-gal and the slides were counterstained by eosin (red). By direct injection only a few cells were detected at the periscar region. (b) When delivered by injectable biomatrix the transplanted BMNCs formed clusters at the periscar (c) area. Cell retention rate was significantly increased when delivered by combination strategy compared with control. Reprinted with permission from Zhang et al. [161]
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Chapter 18
The Shaping of Controlled Release Drug Product Development by Emerging Trends in the Commercial, Regulatory, and Political Macroenvironment

Stephen Perrett and Michael J. Rathbone

Abstract Many factors affect the successful commercialization of a modified release dosage form. This chapter provides a brief opinion on the future market challenges for this type of formulation within the broader, economic, regulatory, legal, and drug delivery technology arena. In particular, the macroenvironment and the market factors that influence the development process, and those that ultimately reward the investment of time, effort, and money, are considered. The risks of drug development are increasing as a result of changes taking place concerning intellectual property, regulatory and safety standards, payer pricing demands and reimbursement. The degree of advance that is demanded of new drug based therapies over the standard of care, from both a medical and an economic perspective, has inevitably increased.

18.1 Introduction

It has been said that the only guide that we have to the future is the past, and starting with this in mind it is worth considering the recent past relating to the macro factors that are in play in pharma today, namely intellectual property, pricing, safety, and commercial and regulatory risks. This chapter reviews the recent past and provides opinion on the influence this past will have on future prospects for modified release dosage forms.
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18.2 Recent Macro Factors Affecting Pharma

18.2.1 Intellectual Property

Intellectual property has become more difficult to obtain. Prior art is increasing at an exponential rate not only due to the passage of time, but more significantly there has been an explosion of patent filings from China, India, and other countries as they continue their rapid economic growth. There have also been developments in patent law, such as the US Supreme Court’s ruling on *KSR vs Teleflex*, which has lowered the bar for rejections based on obviousness. This has made patents, formulation patents in particular, harder to obtain, and the modified release dosage form is perhaps one of the oldest and most worked on formulations available. Currently, the Supreme Court is considering *Microsoft vs i4i* regarding Microsoft’s seeking to reduce the standard for establishing patent invalidity.

If we look back, other relevant trends have emerged. From 1989 to 1996, 46% of all patents challenged in litigation were invalidated [1]. From 1992 to 2000, generics prevailed 73% of the time, whereas from 2000 to 2009 generics prevailed in 48% of cases that went to trial [1]. The final caveat is crucial to understanding how things are evolving, however, since payments to generic challengers in return for not launching their product were held lawful following *Schering–Plough vs Upsher-Smith* in 2006. There has been about a sevenfold increase in settlements since that time, with over 50 such settlements reached in 2009 [2].

18.2.2 Pricing

Favorable pricing for reformulations is difficult to obtain without a significant pharmacoeconomic argument, and improved convenience and/or compliance of reformulations alone does not drive reimbursement. In the USA, this means that high priced reformulated products without significant medical or economic improvement are placed on tier 3. This limits the market opportunity for switches to once a day or easier to take forms, such as the modified release or orally disintegrating tablet forms. That being said, this is not to say that the economics cannot work with the right pricing and couponing strategy. For example, the muscle relaxant cyclobenzaprine is a three times a day tablet, and is the 30th most prescribed drug in the USA, with 21 million prescriptions in 2009 or 1 billion doses dispensed annually. The average price per dose is $0.22, translating to $217 million in generic sales. Compare this to once a day Amrix®, priced at $11 and in tier 3, despite the fact that a modest 475,000 prescriptions were written in 2010, representing a 1.5% market share by volume, with resultant sales of $150 million. Amrix® has the added differentiation that in clinical studies less somnolence was seen with the modified (extended) release dosage form. The take home message
from this critique is that despite the fact that once a day dosing and reduced side
effects are clearly preferable, 98.5% of payers are not prepared to pay brand pricing
for it.

It is worth considering several other examples of dose frequency reduction to
highlight the take home message. Lialda® is a tablet designed to target the colon
and to slowly release drug throughout the entire colon and was, in 2007, the first
once a day mesalamine formulation for the treatment of ulcerative colitis. This
product was launched into a market with two other mesalamine formulations
already present – Asacol® and Pentasa®, which are dosed three or four times a
day. In this case, the once a day dosing of Lialda® resulted in very rapid market
acceptance to the point, where sales are now $326 million 4 years after launch, and
it is now the second best selling mesalamine brand out of four.

That once a day dosing offered by modified release forms is such a clear
advantage is underscored by the fact that Asacol®, the market leader, is working
very hard to obtain a label with reduced dosing frequency. The reason that Lialda®
was so successful is that there were no generic mesalamines and, although things
may now be changing, there has been no bioequivalence-based ANDA route to
approval. This meant that Lialda® could adopt brand pricing on launch, like its
peers. As it did not have an economic downside, the benefits of the formulation
could be fully appreciated. Again, the take home message is that improved conve-
nience is something that consumers like very much, but not at a significantly
increased cost.

A further example is offered by Concerta® (methylphenidate) for the treatment
of attention deficit hyperactivity disorder, which was formulated using the Oros®
modified release technology. This product was launched into a generic market with
reduced dose frequency being its primary differentiating feature. This product
adopted brand pricing but was very successful because, in this case, the elimination
of mid-day dosing brought more than convenience. Methylphenidate is a controlled
substance which is prescribed to children, and mid day dosing meant a visit to the
school nurse, which was both very inconvenient and stigmatizing. Again, the take
home message is that payers are prepared to pay brand pricing in a generic market,
if the benefits offered by reformulation are large enough.

A final example of how pricing can affect commercial success is Makena®, an
injectable form of hydroxyprogesterone caproate. Makena® has orphan designation
and is a recently approved form of a drug product that was previously made by
compounding pharmacies, and its development as an approved product was
supported by the March of Dimes and many OBGYNs, anticipating that it would
increase the quality and availability of the product. When a price of $1,500 per
injection (as opposed to the prior cost of $10–20 from a compounding pharmacy)
was announced, the shock wave traveled all the way to the government and the
FDA responded by announcing that it does not intend to take enforcement action
against pharmacies that compound hydroxyprogesterone caproate, provided appro-
priate standards are observed. This is an apparent contradiction to initiative to
remove approved products from the market and to the exclusivity offered to orphan
products, and illustrates the level of concern that pricing can raise.
18.2.3 Safety and Efficacy

Nowadays, safety is more heavily scrutinized than ever before, and the efficacy standard is often against “standard of care,” which may or may not reflect approved dosing, or even indications, for the therapies that are used. Further, drugs that may be otherwise safe and efficacious are not looked on favorably if they do not offer some advantage over existing therapies. In addition, postmarketing commitments, such as risk evaluation mitigating strategies (REMSs), are increasing, as are approval times, and prescription drug user fee act (PDUFA) dates are extended with increasing frequency. All of this is reflected in a steady decline in new molecular entity (NME) new drug applications (NDAs), with only 25 in 2009 despite a $35 billion investment, which is three times that invested in 1999, when 35 NME NDAs were filed [3].

In November 2010, Darvocet® was withdrawn as propoxyphene was determined to be unsafe due to potential heart rhythm abnormalities. In October 2010, Qnexa® was delayed due to evaluation of the drug’s potential for causing birth defects and heart problems. Avandia® was withdrawn in Europe and prescribing is considerably restricted in the USA. Vioxx® was withdrawn from the market and NSAIDS now carry boxed warnings. Nicox and Pozen have seen their products fail to gain approval as a result of increased safety awareness and stricter application of risk/benefit by the FDA, despite nitro-naproxen being a modification of an existing drug and metoclopramide and sumatriptan being a simple combination of two marketed drugs.

The take home message is that safety is at the top of the mind of consumers of medicines and at the FDA.

18.2.4 Formulation Exclusivity

Generic companies have also developed sophisticated formulation capabilities which more often than not include the ability to work around patents, meaning technical barriers apply less and less and generic entry is consequently rapid.

Thus, a successful demonstration of clinical efficacy or a successful reformulation does not necessarily mean that the product has commercial value. In short, competition is significant.

18.2.5 Commercial and Regulatory Risks

Commercial and regulatory risks increasingly outweigh scientific risks for developers of drug products. This is clearly seen in several recent examples, where even success in phase 3 does not always mean that a product will be launched. For example, dutogliptin from Phenomix was returned by its partner,
Forest, citing business reasons after successful phase 3 results were announced. Similarly, despite FDA approval of Gralise®, Depomed’s partner Abbott returned the product to Depomed, who has now launched it themselves. Whether this decision was driven by the perceived growth potential of the product or the strategic direction of Abbott has been speculated upon: however, either case serves to illustrate unpredictability.

Undifferentiated NCEs also face a much tougher environment than they once did. As an example, Onglyza® appears to be struggling owing to a lack of differentiation and a launch later than its direct competitor Januvia®, despite being second to the market in type 2 diabetes.

In all the examples above, the differentiation over the standard of care is arguably very small. The bottom line is that payers pay only for meaningful and relevant differentiation.

18.3 Opportunities

18.3.1 The Opportunity Landscape

So far in this chapter, we have spoken only of the problems. However, there are also opportunities for those who understand that:

- They must respond to what payers want.
- New therapies need to be better than old ones.
- Significant price increases must mean significant medical benefits.
- Risk concerns tend to outweigh those of benefit.

These factors are likely to push drug delivery down the path now, somewhat reluctantly, being followed by big pharma and pioneered by biotech – that of personalized medicine. For drug delivery, this means technologies adapted to specific patient subsets and specific molecules. Life cycle management through drug delivery is likely to become less relevant; incremental changes to existing drugs are not highly valued by payers. This is a new challenge for the industry as these have become low cost and low risk strategies. Meaningful differentiation may be easier to achieve through safety rather than efficacy or convenience benefits, going forward.

18.3.2 Modified Release Drug Delivery Opportunities

There is a lot more that can be done with drug delivery if the problems are properly framed. Anyone looking at individual pharmacokinetic data for the first time from an orally dosed drug is generally surprised by the very large differences in drug absorption from patient to patient and from day to day. Orally dosed drugs are also delivered to just about every part of the body – in effect, mostly where they are not wanted. This means that large amounts of drug needs to be formulated, or highly
potent drugs are needed as they undergo substantial dilution in the body. As side effects of oral delivery, gut bacterial ecosystems are destroyed, gastrointestinal (GI) tracts become ulcerated, and patients experience constipation, diarrhea, etc. An orally dosed drug also goes straight to the liver, where most of it may be destroyed before it has a chance to act. The reason the oral route is used is that it is so very convenient, and eating and drinking come naturally, but in reality it is not a good way to deliver a drug unless formulation technology can intervene to overcome these limitations.

Better designed and more targeted therapy is with us, and more is on the way in the form of the biologics, but these are by necessity injections as they do not survive the gastrointestinal tract whose function is, after all, to digest proteins. That people do not like injections is a significant challenge. Bridging the gap between oral dosing convenience and biologic specificity would have a high value, such as an injection that is as convenient as a tablet or a tablet that delivers drug only to the site of action. Transdermal technologies are becoming increasingly sophisticated and are undoubtedly making progress in this area, but the skin is a tough barrier to breach without injury or reaction. Inhaled delivery of insulin was achieved by Exubera®, but this was a long and expensive road to no financial return, and an early example of not enough benefit for the price. Safety also remains a significant barrier for this delivery route. Despite these issues, we now know that pulmonary delivery of insulin is possible, and if insulin were being developed as an NCE today, the inhaled route may well have been preferred over injection.

18.4 Conclusions

The landscape is challenging for new modified release dosage forms. Intellectual property has become more difficult to obtain since prior art is increasing at an exponential rate and there has been an explosion of patent filings from rapid economic growth countries. Patent law is not static, and changes that are occurring are making intellectual property harder to obtain and defend.

Safety and efficacy are heavily scrutinized. Payers appear to be prepared to pay brand pricing for a new formulation in the generics market, but only if the benefits offered by the technology are large enough. Formulation itself does not bring regulatory exclusivity for drug delivery based life cycle management strategies, and often extensive and costly clinical efficacy studies are required to gain just 3 years of regulatory exclusivity. Generic companies are then very adept at bringing their formulations to the market as soon as this exclusivity expires. Commercial and regulatory risks are tending to outweigh scientific risks to the extent that undifferentiated NMEs also face a much tougher competitive environment.

The current landscape does, however, offer opportunities for those who respond to what payers want and who understand that new therapies need to offer a real advance to be valued medically and commercially. Improvements in safety are tending to be valued over those of efficacy. The problems, and hence needs, are
relatively clear, but the solutions are less so. It is unlikely that platform technologies will provide the benefits sought – if there were a broad panacea, it is likely that it would have already emerged.

The advances needed are likely to come from specific technologies designed for specific products. If the best technology for the patient group becomes a part of product development, then it becomes an integral part of the product and its safety, efficacy, and ease of use profile. The combined package is much more likely to satisfy the innovative requirements of the patent office and to move an NME over the added benefit bar, which all stakeholders are continuing to raise.
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